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ABSTRACT

In this thesis, we aim to develop fundamentally new techniques and algorithms

for efficiently computing rotating-shield brachytherapy (RSBT) treatment plans. We

propose that these algorithms will pave the way for making RSBT available in clinical

practices.

RSBT is an intensity modulated high-dose-rate brachytherapy (HDR-BT)

technique. Theoretically, RSBT offers advantages over the conventional HDR-BT.

Although this technique is promising in theory, its application in practice is still at

an early stage. The RSBT technique entails rotating a radiation-attenuating shield

about a brachytherapy source to directionally modulate the radiation in an optimized

fashion. The unshielded brachytherapy source used in conventional HDR-BT delivers

radially symmetric dose distributions, thus the intensity modulation capability of the

conventional HDR-BT is limited. With the capability of making anisotropic radi-

ation, RSBT will revolutionize the brachytherapy technique through superior dose

conformity, increased flexibility and inherent accuracy. Due to the enhanced power

of intensity-modulation, RSBT will also enable dose escalation without increasing

toxicity to the organs-at-risk, thus improving quality of life for millions of cancer

patients.

Although the first conceptual RSBT method was proposed more than ten

years ago, there are still tremendous challenges for applying it in clinical practices.

Creating efficient and automated treatment planning system is one of the major
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technical obstacles for making RSBT deliverable in the clinic. The time-critical nature

of the application significantly increases the difficulty of RSBT treatment planning,

demanding innovative techniques for information integration. Therefore, we propose

that fundamentally novel technology and algorithms for RSBT treatment planning

can make RSBT clinically accessible.

The fundamental concept used for this thesis is to decompose the dose op-

timization step for RSBT treatment planning into two steps, namely anchor plan

optimization and optimal sequencing. The degree of freedom in anchor plan opti-

mization is controlled at a low level compared to single-step dose optimization, and

the optimal sequencing algorithms can efficiently calculate treatment plans by reusing

the solutions from anchor plan optimization. Thus, by decomposing the dose opti-

mization, the computational complexity in the two-step method is greatly reduced

compared to the single-step method. In the anchor plan optimization, an abstract

RSBT delivery model is assumed. The abstract RSBT delivery model assumes that

only beams with fixed small azimuthal emission angle, which are called beamlets,

will be used during the delivery. An anchor plan is created based on this assump-

tion that only these beamlets will be used. Generally, an anchor plan will be of

high quality in the sense of dose distribution, but of low quality in the sense that

it has prohibitory long delivery time. In the optimal sequencing step, beamlets will

be superposed into beams to reduce the delivery time. By limiting the delivery time

to a clinically acceptable level, the anchor plans turn into deliverable plans. Unlike

anchor plan optimization, where an abstract RSBT delivery model is assumed, the op-

v
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timal sequencing step depends on more concrete RSBT delivery models. Specifically,

we will study three methods of RSBT, namely the single rotating-shield brachyther-

apy (S-RSBT), the dynamic rotating-shield brachytherapy (D-RSBT) and the paddle

rotating-shield brachytherapy (P-RSBT).

We proposed a novel anchor plan dose optimization method as well as novel

optimal sequencing methods for each of the RSBT delivery methods studied in this

work. We have implemented all the proposed algorithms and experimented with them

using real medical data. With the methods proposed in this thesis, the optimization

time for creating delivery plans can be controlled within 15 minutes based on the data

from our experiments. Compared to the conventional brachytherapy techniques, the

three methods studied in this work can produce more conformal dose distributions at

an acceptable level of delivery time increase. With 15 min/fx delivery time, S-RSBT,

D-RSBT and P-RSBT averagely increased the D90(the minimum dose received by the

hottest 90% of the tumor) by 17, 9 and 5 Gy compared to conventional interstitial

plus intracavitary brachytherapy, whose D90 is 79 Gy. The best choice depends on the

specified delivery time or quality requirement, as well as the complexity of building

the equipment. Roughly speaking, among the three RSBT methods studied in this

thesis, P-RSBT has the most complex applicators as well as the highest plan qualities.

S-RSBT has the simplest applicators, and its plan qualities is generally better than

D-RSBT with limited delivery time (< 20 min/fx). With sufficient delivery time (∼

30 min/fx), D-RSBT may be considered as the best solution in the sense of balancing

the complexity of applicators and the dose qualities.

vi
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1

CHAPTER 1
INTRODUCTION

The study of numerical and combinatorial optimization problems have been a

key issue in the treatment planning area of radiation therapy. [30] This is becoming

a significant research area as more and more newly proposed treatment techniques

come into the field of radiation therapy. While the optimization problems in the

external beam radiation therapy (EBRT) field are relatively well-studied, many med-

ical publications in the brachytherapy field call for effective and efficient algorithmic

solutions for various discrete or continuous optimization problems related to inverse

planning. [15, 51] In this thesis, we study a number of numerical and combinatorial

optimization problems identified in the research of intensity-modulated brachyther-

apy (IMBT). More specifically, these problems arise in the study of treatment plan-

ning for rotating-shield brachytherapy (RSBT), which is an advanced technique of

IMBT. [15, 16, 51, 38, 37, 39, 73].

1.1 Overview of brachytherapy and
high-dose-rate brachytherapy

Brachytherapy, which is also known as internal radiation therapy, is a form

of radiation therapy. In contrast to the external radiation therapy (EBRT) (Fig-

ure 1.1(a)), which is the most common form of radiation therapy with radiation

emitted outside body, the radiation source in brachytherapy is placed inside or next

to the area requiring treatment (Figure 1.1(b)–(g)).

Depending on the dose rates, brachytherapy can be further classified into three
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categories [60, 7]: (i) low dose rate (LDR) where the dose rate is 0.4-2 Gy·h−1 (Fig-

ure 1.1(b)). (ii) median dose rate (MDR) where the dose rate is 2-12 Gy·h−1. (iii)

brachytherapy with dose rate higher than 12 Gy·h−1 are considered as high dose rate

brachytherapy (HDR-BT).

By using radiation sources that travel through intracavitary or interstitial

catheters (Figure 1.1(c)–(g)), HDR-BT circumvents several drawbacks in the EBRT

practices: (i) the area requiring treatment is variable day-to-day due to patient set-

up and organ motion, and (ii) deposition of radiation into neighboring normal tissues

before it reaches the target volume (a.k.a entrance dose).

However, like all other radiation therapy techniques, the dose conformity is

important for brachytherapy as well. In the recent decade, the imaging revolution

with ultrasound, computed tomography (CT) and magnetic resonance imaging (MRI)

shifted the paradigm of the EBRT. [23] The progress of the medical imaging makes it

possible to achieve more precise quality control over the treatment procedure. Thus,

achieving more conforming dose distributions to the tumor and healthy structures

becomes possible and desired. [14, 9, 12, 11]

With the support from imaging and modern computer technology, EBRT

using sophisticated intensity modulation, such as 3D conformal radiation therapy

(3DCRT) [6] and intensity modulated radiation therapy (IMRT) [21] nowadays in-

creasingly forms an essential integral part of daily practice in a radiation oncology

department. On the other hand, the intensity modulation technique in the field

of brachytherapy has also been studied in several difference cancer sites including
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Figure 1.1: Radiation therapy techniques. (a) External radiation therapy. (b)Brachy-

therapy with permanent implants. (c) Brachytherapy with multiple interstitial

catheters. (d) Brachytherapy with single catheter and single intracavitary applica-

tor. (e) Interstitial plus intracavitary brachytherapy. (f) Brachytherapy with single-

catheter balloon applicator. (g) Brachytherapy with multiple-catheter balloon appli-

cator.
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breast, [62, 2, 41] prostate, [42, 55, 55] and cervical cancer [12, 29, 57, 36] cases. How-

ever, compared to EBRT, the intensity modulation in brachytherapy is still on its early

stage. [22] In the conventional HDR-BT, the dose distributions of the radiation sources

are radially symmetric about the catheter axis, [30, 25] the dose that can be delivered

to the target is limited by the surrounding organs-at-risk, especially in cases where

the tumor is bulky (> 40 cm3), laterally-extended, or non-symmetric. [46, 13, 57]

There have been several methods proposed to overcome this difficulty. For

bulky tumors, the use of additional EBRT to the target for conventional intracavi-

tary brachytherapy (ICBT) is an option recommended by the American Brachyther-

apy Society (ABS). However, due to the difficulties of accounting the dose with the

presence of the ICBT applicators, the International MRI-Guided Brachytherapy for

Locally Advanced Cervical Cancer (EMBRACE) protocol recommends against the

use of parametrical EBRT boost for patients treated with MRI-guided, conformal

brachytherapy. The use of interstitial brachytherapy (ISBT) is another option rec-

ommended by ABS. [61] By means of using supplementary interstitial brachytherapy

plus ICBT (IS+ICBT), [13, 33, 56, 29] these applicators enables the enhanced tumor

coverage under MRI-guidance. Yet, at the cost of more invasive treatment due to

the presence of interstitial needles. And, even if the number of catheters, locations

of catheters and source dwell times are computed in an optimized fashion, the re-

sulting dose distributions will be still subject to the constraint that the source emits

radially-symmetric dose distributions.
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1.2 Overview of rotating-shield brachytherapy

Compared to the invasive or limited-capability intensity modulation techniques

used in conventional HDR-BT, RSBT provides a new way of achieving more con-

formal dose to the targeted tumor with less invasive procedure. By using radially

anisotropic sources instead of isotropic ones, RSBT delivers through shielded and ro-

tating catheters, which results in unprecedented control over radiation dose distribu-

tions by removing the constraint that dose distributions have to be radially-symmetric

about each individual catheter. [15, 51, 39]

In an RSBT delivery, the radiation source is placed in sequence along the

tandem path longitudinally with distance between dwell positions of ∆λ. At each

dwell position, the shield is rotated about the center of the applicator axis. After a

full rotation at one dwell position, the source moves with the shield to the next dwell

position along the path and repeat the delivery process. By partially shielding the

radiation source and creating directional high-dose-regions, the shield is capable of

azimuthally modulating the dose intensity.

In this thesis, we consider three different way of partially shielding the source

for RSBT, namely single rotating-shield brachytherapy (S-RSBT), dynamic rotating-

shield brachytherapy (D-RSBT) and paddle rotating-shield brachytherapy (P-RSBT).

These three methods have different ability to do the intensity modulation, as well as

different complexities to manufacturing the delivery systems. Thus, the best choice

may vary depending on the delivery time requirements, the dose quality requirements,

and the cost requirements.
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1.2.1 Single rotating-shield brachytherapy

Single rotating-shield brachytherapy (S-RSBT) is the first form of rotating-

shield brachytherapy (RSBT) that have been proposed [15] and it is the most inten-

sively studied one [16, 51, 73, 39]. It has been studied with single-catheter [15] and

multi-catheter [16], with 2D [15] and 3D [51] treatments, also with cervical cancers [73]

and rectal cancers [67].

Among the three methods that are going to be studied in this thesis, the appli-

cator model of S-RSBT is the simplest. Conceptually, S-RSBT requires only a single

rotatable shield with a fixed azimuthal emission angle ∆ϕ (Figure 1.2). However,

due to the different shape of the tumors, the best ∆ϕ should be case dependent.

Thus, being different from the previous work where the ∆ϕ has only a single choice

of 45◦ [67], we assume that the shield of RSBT is detachable, and there are multiple

different shields available, each of them has a fixed zenith emission angle and a fixed

azimuthal emission angle. While the zenith emission angles are always assumed to

the same through this work, we do not put a limit on the selection of the azimuthal

emission angle of S-RSBT to fully exploit its power. With this assumption, the user

of S-RSBT has the flexibility to choose a proper shield with the best ∆ϕ for each

specified clinical case.

1.2.2 Dynamic rotating-shield brachytherapy

Compared to S-RSBT, D-RSBT introduces a second shield layer for the al-

ready partially shielded source. While the second layer essentially complex the design
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Figure 1.2: A conceptual model of an S-RSBT applicator with partially shielded eBT

source. (a) Projection view. (b) Cross view (drawn to scale). (c) Longitudinal section

view with the beamlet arrangement.
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of RSBT applicator, it makes the azimuthal emission angle variable during the deliv-

ery. The current design is capable to make any azimuthal emission angle between 0◦

and 180◦ by the rotating the inner and outer shields independently(Figure 1.3). The

ability to access small beams makes D-RSBT capable to deliver more conformal dose

distribution compared to S-RSBT, yet at the price of longer delivery time. The limi-

tation on the maximal azimuthal angle restricts the ability of D-RSBT with limited

amount of delivery time.

1.2.3 Paddle rotating-shield brachytherapy

Instead of using shields with openings like S-RSBT and D-RSBT, P-RSBT uses

a totally different way to form its rotatable shields. The shield of P-RSBT is formed

by a set of radiation attenuating paddles. The paddles are assembled like a barrel.

Each paddle can be operated (insert and retract) independently from others, forming

exponentially different number of beams (Figure 1.4). Therefore, P-RSBT has a much

larger degree of freedom compared to S-RSBT and D-RSBT; and theoretically it can

form any beams that can be formed by S-RSBT and D-RSBT if the paddle is small

enough. Moreover, it can form spatially discontinuous beams that cannot formed by

S-RSBT and D-RSBT, giving it more flexibility on intensity modulation. Yet, the

design of the P-RSBT may be considered to be the most complex one among the

three, as the number of movable parts in P-RSBT is the largest.
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Figure 1.3: A conceptual design of a partially shielded eBT source for D-RSBT (a)

3D view, (b) cross section view.
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of legibility, not all paddle shafts are drawn. (b) Cross section view.
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1.2.4 Unified treatment planning system for RSBT

For a given radiation source, it can be expected that the RSBT treatment plan-

ning and delivery is more time-consuming than conventional single-catheter brachyther-

apy delivery for multiple reasons. First, the radiation-attenuating shield blocks pho-

tons generated from the radiation source, increasing the amount of energy the source

must emit during a treatment. [15] Since each eBT source has a finite lifetime, effi-

cient usage of each source is necessary in order for the therapy to be cost-effective.

Second, the treatment planning process for RSBT is more time-consuming than that

for conventional brachytherapy. This is because the number of optimization variables

for RSBT are greater than that of conventional brachytherapy due to the rotation

capability and other possible degrees of freedom. For example, Shi et al. (2010) [51] re-

ported multi-directional breast brachytherapy treatment planning and delivery times

of 120 minutes and 37 minutes, respectively, while conventional brachytherapy treat-

ment planning and delivery times were both about 5 minutes. Since patients tend to

be under general or spinal anesthesia during brachytherapy treatment planning and

delivery, prolonging these processes is expensive and inefficient. Therefore, to make

the RSBT delivery clinically accessible, an efficient treatment planning procedure is

required to reduce the delivery time of RSBT to an acceptable level with limited loss

of quality.

Instead of making a completely different treatment planning system for each

of the three RSBT method studied in this thesis, we proposed a unified method.

The basic idea of this unified treatment planning system is based on the idea of
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abstract RSBT delivery model and anchor plans. In the abstract RSBT delivery

model, the RSBT applicator is assumed to an S-RSBT applicator with a sufficiently

small azimuthal emission angle called micro-azimuth-angle, denoted as δϕ. The beams

with azimuthal emission angle δϕ are called beamlets. By further assuming that all

the azimuthal emission angle in S-RSBT and D-RSBT are integer multiples of δϕ,

any beams used in S-RSBT and D-RSBT can be considered as a superposition of a

set of neighboring beamlets. By assuming each paddle in P-RSBT can cover a sector

with angle that is a integer multiple of δϕ, any beams can be formed by P-RSBT can

be considered as a superposition of a set of beamlets as well.

This observation, which is called beamlet superposition, enables us separate the

conventional dose optimization into anchor plan optimization and optimal sequencing.

Therefore, a unified treatment planning system workflow is proposed for these three

method as shown in Figure 1.5. The treatment planning system consists the following

components:

1. Clinical data. When planning and delivering a brachytherapy, determining

the tumor site and organs-at-risk is the first step. In this step, the planning

target volume (tumor contours) and the organs-at-risk nearby will be extracted

from 3D image datasets such as CT and MRI scans. The targets are typically

manually contoured by experts. However, there are also several studies on

computer-assisted segmentation and contouring [3, 8, 58, 54, 3].

2. Dose calculation. In this step, the source path and dwell positions need to be

determined. Depending on the clinical cases and the equipment to be used



www.manaraa.com

13

for delivery, the clinician will determine the positions to put the sources dur-

ing the delivery as well as the travel path for the source (surgery might be

involved). The source path varies depending on the apparatus used, such as

tandem ovoid, [61] tandem with ring and interstitial needles [13]. Then, for

any specified radiation source with specified dwell position and direction, the

dose-rate at each voxel within the volume-of-interest (VOI) will be calculated.

Monte-Carlo simulation [50, 49] and measurements [48] are typical methods

used to obtains these values.

3. Anchor plan optimization. This step is the first main topic that will be covered

in this thesis that distinguish our study from the previous HDR-BT treatment

planning. In the anchor plan optimization, we assume that beamlets are the

only beams will be used for delivery. This assumption significantly reduces

the complexity of RSBT treatment planning with one-step dose optimization.

Denoting K = 360◦/δϕ, the degree of freedom of one-step dose optimization

is O(K) times more than the anchor plan optimization with S-RSBT, O(K2)

times more with D-RSBT and O(w2K/w) times more with P-RSBT, where wδϕ

is size of the paddle.

Anchor plan optimization is one of the most important step in the proposed

treatment planning system. The output of the anchor plan optimizer, anchor

plans (or equivalently, fluence maps) will be used as guidelines for the following

optimal sequencing algorithms. Simply speaking, the quality of the anchor plan

optimizer has a significant impact on the whole treatment planning system: if
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the anchor plan optimizer fails to generate anchor plans with acceptable quality,

the quality of the final treatment plans cannot be expected to be satisfactory.

According to preliminary studies, there are two major factors that affect the

quality of the anchor plans: the dose distribution quality of the anchor plan

itself and the “smoothness” of the fluence maps. Thus, an anchor optimization

method that balances between the dose distribution quality and the smoothness

of the fluence maps is desired.

4. Optimal sequencing. Anchor plans are generally of high dose quality, however,

they cannot be used directly as delivery plan due to their prohibitory high

delivery time. Thus, to make deliverable plans out of anchor plans, we propose

optimal sequencing algorithms for each RSBT method studied in this thesis.

The key idea of optimal sequencing is reducing the delivery time of the anchor

plan by beamlet superposition. For example, if two beamlets with a same

dwell time τ can be superposed by some RSBT delivery technique, the whole

delivery time can be reduced by τ . However, if two beamlets with different dwell

time is superposed, an error will be introduced while reducing the delivery

time. Thus, the trade-off between delivery time and the dose quality should

be considered by the optimal sequencing algorithm. Unlike the anchor plan

optimization, where a universal abstract RSBT delivery model is used, the

optimal sequencing algorithm depends on the concrete RSBT delivery model,

as each different RSBT delivery method has a different way of superposing

beamlets.
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5. Plan evaluation. We evaluated the treatment plans by their delivery time and

dose distribution quality. Specifically, the minimum dose received by the hottest

90% of the HR-CTV (D90) under the constraint that the minimum doses to the

hottest 2 cm3 (D2cc) of the rectum, sigmoid colon, and bladder could not exceed

the tolerance doses [57, 47] of 75, 75, and 90 Gy, respectively.

1.3 Overview of the materials

1.3.1 The radiation source and dose calculation

We consider high-dose-rate electronic brachytherapy (eBT) sources as the

HDR-BT sources for this thesis. For example, the 40-50 kVp eBT delivery system

(Xoft AxxentTM, Xoft Inc., Sunnyvale, CA).

In the previous RSBT studies by Ebert, [15, 16], the RSBT dose distributions

was modelled from a partially-shielded radiation source with the dosimetric charac-

teristics of 192Ir, but shielded with an unknown material that provided a sufficiently

low transmission rate for RSBT to be effective. Although the ideal transmission for

an RSBT shield is dependent on the clinical case and the emission angle, a shield

transmission of 50% was shown to be unacceptable. [15] An 192Ir-based RSBT sys-

tem for rectal cancer is currently under development, [67] and the minimum tungsten

alloy shield thickness reported for the system is 10 mm, which, combined with the

applicator required for delivery, may make using the system for RSBT at certain sites,

such as cervical and prostate, challenging.

The advent of high-dose-rate eBT sources allows for small-diameter intracav-
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Figure 1.5: Unified treatment planning system. The dose calculator generates a set

of beamlets Ḋi(j, k) based on the source path and the user-specified parameters: the

source step length ∆λ, the micro-azimuth-angle δϕ, and the zenith emission angle

∆θ. Then the dose optimizer will generate an anchor plan which assigns a dwell time

τj,k for each beamlet. The fluence map τj,k is an input for the optimal sequencer, and

the optimal sequencer calculates the best way to approximately deliver the dose map

specified by the anchor plan under the delivery time budget Tmax with given delivery

method.
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itary RSBT applicators to be used for cervical cancer. The eBT device is a 2.25 mm

diameter X-ray tube, contained in a 5.4 mm diameter water cooling catheter. [48]

The transmission rate can be finely controlled, making delivery of less than 0.1%

transmission possible when using a 0.5 mm tungsten shield. The eBT device with the

rotating shield and applicator combination provide an RSBT system with an overall

diameter of less than 7 mm (half the cross sectional area of a 10 mm diameter shield

with a single layer of shield) as shown in Figure 1.2. Although there is no commer-

cially available applicators with rotatable partial shields to the best knowledge of the

author, there is a conceptual patented design. [53]

The TG-43 dose calculation model of Rivard et al (2006) [48] is used to cal-

culate the beams. The dose rates at the points blocked by the shields are set to

zero.

The RSBT delivery will be simulated by assuming a single-channel tandem

applicator without ring or ovoids. It is also assumed that prior EBRT doses of 45

Gy in 25 fractions (fx) of 1.8 Gy each were delivered to the HR-CTV and OARs for

all patients. The brachytherapy delivery was assumed to be applied over 5 fractions.

The HR-CTV doses [Gy10] and OARs doses [Gy3] will be expressed as equivalent

doses in 2 Gy per fraction of EBRT (EQD2), [13] using α/β values of 10 Gy and 3

Gy, respectively. [47] In the following sections, the HR-CTV and OARs doses will be

measured with EQD2 and the subscripts will be omitted for brevity. The equation

for calculating EQD2 is shown as Equation (1.1). [20]

EQD2 = Nd
1 + g d

α/β

1 + 2
α/β

(1.1)
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where parameter N indicates the number of fractions and the parameter d refers to

the dose per fraction. As additional metric of delivery time will be considered, the

parameter g, which is used to reflect the repair during the prolonged delivery process,

is set to 1 for all cases.
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1.3.2 Validations using clinical HDR-BT plans of
cervical cancer

Cervical cancer cases will be the test cases in the experiment part of this thesis.

Of the nearly 12, 000 new cases of cervical cancer diagnosed annually in the

U.S., about 57% (6, 800) [45] are stage IB2 or higher. They are typically treated

with a combination of cisplatin chemotherapy, external beam radiation therapy, and

a brachytherapy boost to the tumor. [26] Cervical cancer brachytherapy has im-

proved considerably in recent years through the use of magnetic resonance imaging

(MRI)-guidance. [25, 47] Tumor regions that would be underdosed using intracavitary

brachytherapy alone can be better visualized on MRI scans and treated with supple-

mentary needle-based interstitial brachytherapy improving outcomes. [57, 12, 29, 36]

In a 78-patient study of stage IB-IVA cervical cancer, patients with tumors of greater

than 5 cm in size (40% of the patients), improved local tumor control and overall

survival following additional needle-based interstitial brachytherapy. [46] Increased

local tumor control at 3 years went from 64% to 82% (p = 0.09) and 3-year over-

all survival increased from 28% to 58% (p = 0.003) relative to conventional intra-

cavitary methods. [15] As increasing the delivered tumor dose using supplementary

interstitial brachytherapy has improved cervical cancer outcomes relative to intracav-

itary brachytherapy alone, it may be expected that RSBT based on eBT could be

a less-invasive alternative to intracavitary plus interstitial brachytherapy, while still

improving patient outcomes relative to intracavitary brachytherapy alone. RSBT

for cervical cancer is considered in this thesis, although in principle RSBT may be
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delivered to breast, [36] prostate, [16] gynecological, and rectal [69] cancers.

Five cervical cancer cases with HR-CTV volume larger than 40 cm3 were used

in this work. The volumes of the HR-CTV were 41.28, 45.02, 76.65, 97.89 and 73.58

cm3 respectively for case #1–#5. The HR-CTV and the organs-at-risk (OARs),

namely the rectum, sigmoid colon, and bladder, were delineated on T2-weighted

magnetic resonance image (MRI) by a radiation oncologist using the GEC-ESTRO

recommendations. [25] The MRI resolution, which is also the voxel size, is 1mm ×

1mm × 3mm. With RSBT delivery, theoretically, in the limit as the shield opening

of beams approaches zero, treatment plan quality is maximized. The micro-azimuth-

angle δϕ is thus set to 5◦. The zenith emission angle is set to 180◦ for all cases and

no modulation capability is assumed on the zenith direction.

The spacing parameter ∆λ, is set to 5 mm which is consistent with the current

clinical practice for HDR-BT in the radiation oncology department of University of

Iowa.

1.4 Organization of the thesis

The rest of this thesis will be organized as follows. In chapter 2, an novel an-

chor plan optimization method named Asymmetric Dose-volume Optimization with

Total-variation Control will be introduced, it will be also compared to two other exist-

ing methods including direct surface optimization and inverse-planning by simulated

annealing. The optimal sequencing algorithm for S-RSBT named Rapid Emission

Angle Selection will be described in chapter 3, to demonstrate its effectiveness and
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efficiency, exhaustive planning by surface optimization and volume optimization will

be used for comparison. Chapter 4 studies the D-RSBT problem and two of its op-

timal sequencing algorithms, it also compares the quality of S-RSBT and D-RSBT

under different circumstances. P-RSBT will be covered in chapter 5. Finally, in

chapter 6, a brief conclusion and the discussion for future works will be made for this

thesis.
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CHAPTER 2
ASYMMETRIC DOSE-VOLUME

OPTIMIZATION WITH TOTAL-VARIATION
CONTROL

2.1 Introduction

Rapid RSBT delivery requires fast and efficient treatment planning and de-

livery software, in which efficient dose optimization is a key. The existing dose op-

timization algorithms for RSBT can be roughly classified into two categories: the

dose-surface optimization (DSO) method [39, 73] and the inverse-planning simulated-

annealing methods (IPSA). [15, 51, 39, 16] In conventional HDR-BT, the IPSA meth-

ods have been favored over other methods because of the potential improved clini-

cal outcomes, [28, 35, 43] however, the computation time may be substantially in-

creased. [51, 39] The increased computation time is mainly caused by the increased

degree of freedom and the non-convex nature of the objective function used in the

IPSA method. There are also several enhanced IPSA methods proposed to speed-up

the computation. For example, instead of directly optimizing the dosimetric indices,

the inverse planning by integer method solves relaxed linear programming problems

iteratively by adding additional constraints. [52] Adaptive simulated annealing, which

is also called very fast simulated re-annealing, was also previously applied in studies of

external beam radiation therapy [59, 27] and brachytherapy planning [74]. Compared

to other simulated annealing variants, adaptive simulated annealing exponentially

decreases the cooling schedule to enable the fast convergence. Adaptive simulated
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annealing also performs periodic re-annealing to decrease the sensitivity to the initial

conditions. These enhanced methods achieved comparable or better optimization re-

sults with lower computational time compared to IPSA in the conventional HDR-BT

dose optimization. However, as these methods were designed for conventional HDR-

BT, no directional intensity changes were considered during the optimization. The

rotations magnify the degrees of freedom depending on the minimum size of rota-

tion stride and may raise extra concerns such as the “smoothness” of the rotations.

Thus, the absence of optimization for rotations may make these heuristics may not

apply for RSBT. In short, finding an efficient dose optimization method tailored for

RSBT while achieving comparable plan quality as the IPSA method is challenging

and clinically important if the technique is to become practical.

The goal of this work is to develop a new dose optimization method named

Asymmetric Dose-volume Optimization with Total-variation control (ADOT) for RSBT

and to examine its performance by compared DSO and IPSA techniques.

2.2 Materials and methods

Previous studies on RSBT have shown that anchor plan generation is an im-

portant step in the whole RSBT inverse planning procedure as the anchor plan will

serve as guidance for the subsequent optimal shield sequencing step and determines

the quality of the final deliverable plan. [39] An anchor plan is defined as the treatment

plan with a given azimuthal emission angle generated by some inverse optimization

method. [39] The ADOT method developed in this work is tailored for the anchor plan
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optimization for RSBT. It takes into consideration both the dose distribution quality

and the smoothness of dwell-time sequence of the anchor plan. As a vehicle to test

ADOT, cervical cancer HDR-BT plans were used. As an optimization technique for

RSBT, two different RSBT techniques are used; S-RSBT [39, 73] whose azimuthal

emission angle is fixed during the delivery and D-RSBT [38, 37] whose azimuthal

emission angle varies between 0◦ and 180◦.

2.2.1 Abstract RSBT delivery model

An abstract RSBT delivery model is essentially a S-RSBT delivery model

(Figure 1.2) with efficiently small azimuthal emission angle ∆ϕ = δϕ, where δϕ is

called micro-azimuth-angle.

In the RSBT delivery, the radiation source is placed in sequence along the

tandem path longitudinally with distance between dwell positions of ∆λ. The shield

holding the radiation source has only one emission opening with fixed azimuthal and

zenith emission angles, δϕ and ∆θ, respectively. At each dwell position, the shield

is rotated about the center of the applicator axis. Each rotating increment is the

azimuth angle δϕ, that is, all the opening aperture (or equivalently, beam) at a same

dwell position forms a partition of the cross section. After a full rotation at one

dwell position, the source moves with the shield to the next dwell position along the

path and repeat the delivery process. By partially shielding the radiation source and

creating sectorial high-dose-regions, the shield is capable of azimuthally modulating

the dose intensity. In the longitudinal direction, the zenith emission angle ∆θ is set
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to constant 180◦ and no modulation ability is assumed .

With a given azimuthal emission angle δϕ, the delivery plane around the

radiation source at a dwell position is divided into K = 360◦/δϕ sectors each with an

equal angular size, where K is an integer (Illustrated as Figure 2.1). To quantitatively

describe the structure of high-dose-regions formed by a partially-shielded source, we

introduce the notation of beamlet. A beamlet, denoted by Ḋi(j, k), is defined as the

dose rate at point ~ri with the shielded source positioned at the j-the dwell position ~sj

(j = 0, . . . , J−1) with the shield aligned with the k-th sector. The shield is positioned

with the both field edges aligned with angle kδϕ and (k + 1)δϕ, respectively. Thus,

the high-dose-region perimetrically described with an azimuthal emission angle δϕ

and a zenith emission angle ∆θ. The TG-43 dose calculation model of Rivard et al

(2006) [48] is used to calculate the beamlets. The source is assumed to be a shielded

50 kVp Xoft AxxentTM (Sunnyvale, CA) and dose rates at the points blocked by the

shields are set to zero.

The total dose received at point ~ri can be calculated as a time-weighted sum

of all beamlets:

di =
∑
j,k

Ḋi(j, k)τj,k (2.1)

where τj,k is the dwell time of beamlet Ḋi(j, k). We adopt the term fluence map (a.k.a

intensity-map) [71, 72] from intensity-modulated radiation-therapy for the matrices

formed by τj,k. However, instead of being defined on a plane, the RSBT fluence map

is conceptually defined on a cylinder (as illustrated in Figure 2.2).

Thus, the task for anchor plan optimization is to find the fluence map such that
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I

A

P

R
zenith emission 
angle Δθ

micro-azimuth-angle
δφ

beamlet

source center
L

(a)

Delivery plane

Sector k

~sj

Tandem path

(b)

Figure 2.1: Illustration of a beamlet and the spatial arrangement of beamlets in 3D.

(a) A 3D illustration of a beamlet. Letters A, P, L, R and I stands for anterior,

posterior, left, right and inferior, respectively. (b) On the delivery plane which is

orthogonal to the tangent of the radiation source path, the plane can be divided into

K = 360◦/δϕ sectors each with an equal angular size.
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Figure 2.2: An example of an RSBT fluence map. Each number τj,k in the cell stands

for the dwell time of the corresponding beamlet Ḋi(j, k). The j-axis denotes the

radiation source path, and the k-axis stands for the sectors on the delivery plane

which is orthogonal to the tangent of the radiation source path.

the dose distribution di is optimal with respect to a certain metric. The sequencing

algorithm is then to convert a fluence map to a deliverable plan, which is not the

focus of this chapter.

2.2.2 Asymmetric dose-volume optimization with
total-variation control

In our ADOT method, we model the RSBT dose optimization as a total-

variation minimization problem to compute an RSBT anchor plan. The objective

function consists of two terms: one is the data fidelity term and the other is the

smoothness term. The data term is the summation of the dose deviation penalties

over all the voxels in volumes of interest (VOI), as shown in Equation (2.2).

F =
∑
i∈VOIs

(
λ−i H(si − di) + λ+

i H(di − si)
)

(di − si)2 (2.2)
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where si is the prescribed dose, and λ+
i , λ

−
i are coefficients for the overdosing and un-

derdosing penalties, respectively, for each voxel i. H(x) =


1, if x > 0

0, if x ≤ 0

is a Heavi-

side step function. By introducing the asymmetric factor λ−i H(si−di)+λ+
i H(di−si)

for the dose deviation penalty (di − si)
2, the ADOT model is able to differentiate

overdosing from underdosing for different sites and locations. Intuitively, we can

allow overdosing to HR-CTV but not underdosing by setting λ+
i � λ−i ; and allow

underdosing to OARs but not overdosing by setting λ+
i � λ−i .

The smoothness term is used to reducing the complexity of the dwell time

sequence at each dwell position, which is important to improve the delivery efficiency

and the quality of the delivered plan. Generating a deliverable plan from an anchor

plans in RSBT delivery involves the combination of the neighboring beamlets, for

example, combining Ḋi(j, k) with Ḋi(j, k + 1) with dwell time τj,k = τj,k+1 results

in a beam with azimuthal emission angle 2δϕ , and the whole delivery time can be

reduced by τj,k due to this combination. However, in case that τj,k 6= τj,k+1 , this

combination will introduce an error while reducing the delivery time, and the smaller

the difference between τj,k and τj,k+1 is, the smaller the error will be. Thus, simplifying

the sequence can be done by finding a dwell time sequence with the least variations in

the neighboring dwell times, that is, to increase the sparsity of the sequence variations.

This puts the RSBT dose optimization in the context of sparse signal reconstruction.

Ideally, the L0 minimization, which minimizes the number of non-zeros, serves as the

best way for that sparse signal reconstruction. However, theoretically, minimizing the



www.manaraa.com

29

L0 “norm” is computationally intractable. Combining the L0 norm with the D90 goal

using the simulated-annealing method makes the computation even more challenging.

Total-variation minimization can be a good alternative. We define the “smoothness”

of the fluence map in the anchor plan as the sum of second-order total-variation at

each dwell position,

ξ =
∑

j∈[0,J−1]

∑
k∈[0,K−1]

(
τj,k − τj,(k−1)%K

)2
(2.3)

where % stands for the modulus operation. Several studies on treatment planning

for intensity-modulated radiation-therapy have shown that the total-variation form

for the dose optimization successfully reduces the complexity of the fluence map by

enhancing the sparsity of the fluence map variations, and desirably facilitating the

dose delivery, while maintaining similar plan quality. [32, 31, 75, 76]

The objective function of our ADOT model takes the following form:

min
τj,k

F + βξ (2.4)

subject to τj,k ≥ 0

where β determines the relative importance of the total-variation regulation term.

Equation (2.4) can be considered as a quadratic convex programming problem and is

solved by an in-house CPLEX-based optimizer. [10]

2.2.3 Experiment design

The performance of the ADOT method was evaluated from two different as-

pects: the quality of the anchor plans and the quality of the delivered plans using

S-RSBT/D-RSBT.
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For comparison, two other existing RSBT dose optimization methods were

considered: DSO and IPSA. For the DSO, the method of linear least squares was

applied to optimize the dose homogeneity on the HR-CTV surface. [39, 73, 17, 18, 19,

4] Specifically, the DSO method penalizes the total difference between the planned

doses and the prescribed doses over all the voxels only on the HR-CTV surface. The

IPSA directly optimizes the HR-CTV D90 subject to the constraints that none of

the tolerance doses of the OAR D2cc should be violated. Periodical re-annealing and

greedy local search were applied alternatively to balance the convergence rate while

maintaining the capability to escape from local optimums. A dummy OAR was added

for IPSA calculation to avoid dose leakage through the volume of no interest. The

dummy OAR includes all the voxels that do not belong to any OAR and locate within

the range of 10-15 mm from the HR-CTV. The D2cc limit of the dummy OAR was set

to 90 Gy. To improve the efficiency of the IPSA method, the solutions output from

the DSO method were used as the initial solutions. [39]

The anchor plans output by the dose optimizers are not deliverable directly

due to the prohibitively long delivery times. To evaluate the deliverability of an

anchor plan, we applied S-RSBT [39, 73] and D-RSBT [38, 37] shield sequencing

methods to achieve a deliverable plan, and then evaluate the quality of the deliverable

plan. The aim of both S-RSBT and D-RSBT is to achieve a deliverable plan with

highest quality while subject to a given delivery time budget Tmax by combining

the neighboring beamlets in the anchor plans to from larger angular beams. Both

methods may compromise the quality of the anchor plan. S-RSBT uses beams with a
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fixed azimuthal emission angle during the whole delivery process, while the emission

angles of the beams used in D-RSBT can be varying. In both cases, the azimuthal

emission angles are a multiple of micro-azimuth-angle δϕ used in the anchor plan.

S-RSBT strives to find an azimuthal emission angle that achieves the best quality of

the output deliverable plan. D-RSBT, in fact, finds the best combination of various

azimuthal emission angles to deliver the anchor plan aiming to best approximate it.

The maximum emission angle that can be used with D-RSBT in our experiment is

180◦.

For each of the five clinical cases used in this thesis, we applied each of the

ADOT, DSO and IPSA methods to compute an anchor plan. The quality of these

anchor plans was compared based on the HR-CTV D90, dose volume histograms

(DVHs) and the dose distributions. We recorded the execution times for each method

on each dataset for comparison. In addition, as a reference, the D2cc of the OARs,

and the total variations of the resulting plans were calculated.

We use delivery efficiency curves to compare the deliverability of the anchor

plans produced by the three methods. A delivery efficiency curve is a Pareto curve

where the x-axis refers the amount of the delivery times and the y-axis the HR-CTV

D90 values, which indicates that for a given delivery time budget, what is the highest

HR-CTV D90 of a deliverable plan using S-RSBT or D-RSBT for an anchor plan. This

curve reflects the trade-off between the delivery time and dose distribution quality.

A delivery efficiency curve is considered to be superior to another if it appears on

the top-left to the other. For each patient case, six delivery efficiency curves were
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generated each for one of the three dose optimization methods (ADOT, DSO, and

IPSA) and for either S-RSBT or D-RSBT.

There are two ways to interpret a delivery efficiency curve: (i) Given a D90 goal

(y-axis), the most appropriate delivery plan can be found at the leftmost point on

the curve that is above the horizontal line (y = D90 goal). According to the delivery

efficiency curve, this point represents the minimal delivery time required to achieve

the specified D90. (ii) Given a delivery time budget (x-axis), the most appropriate

delivery plan can be found at the top most point on the curve that is on the left of

the vertical line (x = time budget). This point represents the highest D90 that can

be achieved within the given time budget.

In our experiments, we appropriately set λ−i and λ+
i so that there was no

penalty for overdose of the HR-CTV ( λ+
i = 0) and no penalty for underdose of

OARs ( λ−i = 0). For each voxel in the HR-CTV with underdose and each voxel

in OARs with overdose, we set the corresponding λ−i and λ+
i to the inverse squared

distance between the voxel and the radiation source path. The prescribed dose of

HDR-BT was set to 9 Gy through 5 fractions (equivalent with 115.5 Gy EQD2 in

total with EBRT considered) for HR-CTV D90. β was empirically selected as 100. To

improve the computational efficiency of the dose optimizers, VOIs were considered

for dose optimization in our experiments. More specifically, only those voxels located

at a distance between 5 mm and 30 mm to the radiation source path or those within

10 mm away from the HR-CTV boundary surface were considered.
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2.3 Results

As shown in Table 2.1, the average computational times for ADOT and DSO

to generate an anchor plan are 75.8 and 3.7 seconds respectively, while we set 1800

seconds for IPSA to be terminated. The execution times on the five datasets with

DSO and IPSA were quite consistent with a standard deviation of 0.2 and 0 seconds,

respectively; while the computation times for ADOT range from 8.3 to 186.2 seconds.

Table 2.1: Dosimetric comparison for 5 clinical cases between the anchor plans gen-

erated with ADOT, DSO and IPSA optimizer.

Case Method
HR-CTV Bladder Rectum Sigmoid Opt time TV
D90 (Gy) D2cc (Gy) D2cc (Gy) D2cc (Gy) (sec) (h2)

#1

ADOT 111 88 66 75 10 0.08
DSO 97 79 62 75 4 0.04
IPSA 107 90 60 75 1800 2.42

#2

ADOT 121 85 75 62 8 0.22
DSO 107 90 75 52 4 0.15
IPSA 123 90 75 60 1800 2.38

#3

ADOT 91 86 62 75 107 0.01
DSO 82 73 56 75 4 0.09
IPSA 92 90 66 75 1800 1.31

#4

ADOT 104 90 67 68 67 0.22
DSO 85 77 64 75 4 0.59
IPSA 100 90 75 75 1800 4.57

#5

ADOT 113 89 75 63 186 0.02
DSO 100 86 75 59 4 0.17
IPSA 116 90 75 75 1800 1.28

Avg

ADOT 108 87 69 69 76 0.11
DSO 94 81 66 67 4 0.21
IPSA 107 90 70 72 1800 2.39
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Based on the anchor plan comparisons shown in Table 2.1, the ADOT method

consistently achieves higher D90 compared to the DSO method. Compared to the

IPSA method, the D90 achieved by ADOT method is higher in cases #1, #4 and #5,

but lower for the others. The average D90 achieved by ADOT was 107.9 Gy, which

was 13.7 Gy higher than that by DSO, and 0.5 Gy higher than that by IPSA. Visual

comparison based on 2D dose distribution plots is shown in Figure 2.3 and the DVH

plots are shown in Figure 2.4. The total-variations of the fluence maps for ADOT

and DSO are comparable, with those of ADOT fluence maps being marginally lower

than those of DSO plans on average. However, the total-variations in IPSA method

are significantly higher (i.e., the corresponding fluence maps are much less smooth)

compared to those in ADOT.

Both S-RSBT and D-RSBT convert a fluence map in the anchor plan to a

clinically deliverable plan while scarifying the quality of the plan with a decreased

HR-CTV D90. The amount of D90 decrease is case dependent and depends on the

amount of the allowed delivery time. In general, the amount of D90 decrease is

associated with the total-variation of a fluence map. The higher the total-variation

is, the less likely to achieve a deliverable plan with a high HR-CTV D90 as the allowed

delivery time decreases.

The delivery efficiency curves for all five clinical cases with both S-RSBT and

D-RSBT optimal sequencing are shown in Figure 2.5. Each subplot shows the delivery

efficiency curves of one clinical case for the anchor plans output by ADOT, DSO and

IPSA with one of the sequencing methods. It can be observed that, in most of the
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Figure 2.3: EQD2 dose distributions of anchor plans on a MRI slice for five patients

with ADOT, DSO and IPSA dose optimization methods.
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Figure 2.4: DVH plots of anchor plans for five patients with ADOT, DSO and IPSA

dose optimization methods.
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Figure 2.5: The comparison between delivery efficiency curves with S-RSBT and

D-RSBT for anchor plans output by the ADOT, DSO and IPSA optimizers. The

delivery time range was selected from 5–60 min/fx to show the trends of the delivery

efficiency curves.
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cases, the delivery efficiency curves of ADOT are better than the ones of DSO and

IPSA. The curves of IPSA could be better than those of ADOT only with an extra-

long delivery time. For example, in case #5, with delivery time larger than 40 min/fx,

the D90 of IPSA is higher than the D90 of ADOT. For clinically acceptable delivery

times, such as 10, 20 and 30 min/fx, the deliverable plans achieved by S-RSBT from

anchor plans using ADOT are of 7.3, 10.4 and 12.5 Gy higher, on average, in HR-

CTV D90, respectively, than those by S-RSBT from anchor plans using DSO. For

D-RSBT, the corresponding differences are 3.8, 12.4 and 13.1 Gy higher. Compared

to the IPSA method, the anchor plans by ADOT are also of higher deliverability

with respect to the HR-CTV D90 of the deliverable plans achieved by S-RSBT and

D-RSBT. The corresponding differences are 4.0, 6.9 and 7.0 Gy higher in S-RSBT;

9.6, 17.8 and 9.7 Gy in D-RSBT.

2.4 Discussion

Note that the DSO model can be considered as a special case of the ADOT

model, with only taking into account the voxels on the HR-CTV boundary surface.

The experiments showed that the general ADOT model performed much better than

DSO as expected, since there were more information incorporated. The IPSA method,

as a stochastic heuristic method, was expected to achieve the highest HR-CTV D90

among the three methods. However, it showed a slightly lower D90 compared to

ADOT. To explain this phenomenon, there are two possible reasons. First, simulated

annealing algorithm can theoretically achieve the global optimum with sufficient run-
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ning time. However, the running time of an IPSA algorithm is not upper bounded.

With a given limit of 30 minutes, it is possible that the ADOT method performs

better than IPSA. The second reason is the extra dummy OAR used to avoid dose

leakage. Our experiments also showed that IPSA achieves 5.2 Gy higher D90 on aver-

age without the dummy OAR. But this change also significantly increases the average

total-variation to 33.7 hour2. The increased total-variation results in even lower D90

values after sequencing. With 20 min/fx delivery times, the average D90 will be 70.4

and 58.4 Gy for S-RSBT and D-RSBT, respectively. Thus, the dummy OAR should

be considered as important component for IPSA as an implicit total-variation con-

trol mechanism. However, compared to the explicit total-variation control with a

single parameter in ADOT, the dummy OAR involves a more complex setting of the

parameters, including the voxels of the dummy OAR and its dose-volume tolerances.

Both the optimization time and the delivery time are important for RSBT

planning due to its time-critical nature. In the previous study of S-RSBT planning,

to ensure the dose quality with limited delivery time, three anchor plans were created

with IPSA without using the dummy OAR. [39] The multiple anchor plans used can

be considered as an alternative way for improving the smoothness of the fluence map

by paying extra time in optimization. Based on the results shown in this chapter,

substituting the previous IPSA method by ADOT for S-RSBT planning will reduce

the optimization time cost and potentially reduce the delivery time while maintaining

the D90 values. For the previous study on D-RSBT planning with IPSA, [38] we have

the same observation. The ADOT method may also benefit other RSBT method such
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as dynamic modulated brachytherapy technique, [67] which has a similar mechanism

as S-RSBT, given that the delivery plan can be induced from fluence maps.

Compared to IPSA method, ADOT takes much less optimization time with

global optimum guaranteed with respect to its objective. However, the speed of

ADOT method might be affected by the number of voxels and the number of beamlets

used in computation. Defining VOIs is a good way to reduce the optimization time

cost. However, if taking all the voxels in the HR-CTV and OARs into consideration,

the average optimization time will increase to about 1500 seconds. The users yet

need to be careful on defining proper VOIs. For example, if the VOIs of the 5 cases

for this thesis were defined as only including voxels located at a distance of 5-30 mm

to the radiation source path, the average HR-CTV D90 in the resulting anchor plans

will be decreased by ∼8 Gy, and in case #2, the achieved HR-CTV D90 with ADOT

will be 5 Gy less than that with the DSO method.

2.5 Conclusion

Compared with the DSO and IPSA methods, the ADOT method achieves a

better balance between the optimization time and the dose quality of the anchor plans.

More importantly, the anchor plan generated by the ADOT method is able to keep

its total-variation at a low level with a marginal decrease of its HR-CTV D90. This

feature ensures that the anchor plans by the ADOT method can be converted to a

deliverable plans with a high HR-CTV D90 using the S-RSBT or D-RSBT sequencing

method.
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CHAPTER 3
SINGLE ROTATING-SHIELD

BRACHYTHERAPY WITH RAPID EMISSION
ANGLE SELECTION

3.1 Introduction

Unlike the previous studies with S-RSBT, where a single [67] or a selected

small set [73] of azimuthal emission angle(s) is available, in this thesis, it is assumed

that S-RSBT users will have access to multiple shields with a range of azimuthal

emission angles.

We extend the range of selection for the shields in S-RSBT because that the

optimal azimuthal emission angle for S-RSBT is tumor-dependent, especially in the

case of a target with an ellipsoidal cross section and a catheter that passes through

the center of mass of the cross section. For a target with an ellipsoidal cross section

with a width of three times the height, an azimuthal emission angle smaller than 180◦

will be necessary in order to treat the lateral tumor extensions without overdosing

the normal tissue anterior and posterior to the tumor. For more cylindrical targets,

as the width and height of the tumor approach each other, larger azimuthal emission

angles become attractive, and the treatment times will decrease accordingly. In the

case of a target with a cylindrical cross section, the ideal source is an unshielded one,

and a conventional brachytherapy case is best.

The choice of an azimuthal emission angle is an important component in S-
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RSBT planning. However, determining the ideal azimuthal emission angle for a given

case is efficiently is not an intuitive task. Using exhaustive replanning with volume

optimization (ERVO) is able to determine the ideal azimuthal emission angle, but the

computational cost may not be acceptable and the treatment planning time would

increase in proportion to the number of available shields; using exhaustive replanning

with surface optimization (ERSO) as a heuristic can decrease the computational

cost, but it may suffer the quality of the plan. In this work a Rapid Emission Angle

Selection method (REAS) is presented that enables RSBT users to intuitively select

an ideal balance between RSBT treatment time and dose distribution quality for a

given clinical case.

3.2 Materials and methods

The key process in REAS is to separate the dose optimization stage into an

anchor plan optimization stage and an optimal sequencing stage. In the anchor plan

optimization stage as introduced in chapter 2, treatment plans are generated by as-

suming an abstract RSBT delivery model with a small azimuthal emission angle δϕ.

For any given azimuthal emission angle ∆ϕ = wδϕ,w ∈ N, we use the optimal

sequencing stage to reassemble the beamlets back into beams with the specified az-

imuthal emission angle. This decoupling process allows for the calculation of the dose

optimization procedure independent of the azimuthal emission angle used for deliv-

ery. Optimal sequencing, the key part of REAS, requires less than two minutes of

computational time for all 72 azimuthal emission angles used in this work except the
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one used for the anchor plan. A delivery efficiency curve is generated in about one

minute, enabling the user to select the treatment plan that balances dose distribution

quality and delivery time.

3.2.1 Radiation source model and dose calculation

The dose calculation model introduced in section 2.2.1 is adopted here with

slight changes.

Define an S-RSBT beam, Ḋi(j, k, w), as the dose rate at the point ~ri due to

a shielded radiation source at dwell position ~sj (j = 0, . . . , J − 1) . The shield has

an azimuthal emission angle of ∆ϕ = wδϕ and a zenith emission angle of ∆θ (see

Figure 1.2c). The irradiation direction of the beam is defined by ϕk, which is the lower

of the two azimuthal angles defining the beam: ϕk = (k%K)ϕ(k = 0, . . . , K − 1),

where K = 2π/δϕ is the number of different beams at a single dwell position. The %

operation denotes modular arithmetic, enabling beamlet referencing with arbitrary

integer k-values such that ϕk+K+1 = ϕk+1. The upper azimuthal edge of beamlet k is

located at angle ϕk + ∆ϕ. The total dose delivered to point i from a shielded source

with azimuthal and zenith emission angles of ∆ϕ and ∆θ, respectively, is calculated as

a time-weighted sum of the appropriate beamlets over all dwell positions and emission

angles:

di(wδϕ,∆θ) =
J−1∑
j=0

K−1∑
k=0

Ḋi(j, k, w)tj,k (3.1)

where tj,k is the dwell time, which is always greater than or equal to zero, for which

the source is pointed in direction ϕk while it is located at dwell position ~sj.
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In order to demonstrate the characteristics of the clinical cases used in this the-

sis, two conventional brachytherapy treatment plans for each case were also simulated:

conventional intracavitary (ICBT) and interstitial plus intracavitary (IS+ICBT). A

tandem applicator with 192Ir was used for ICBT. for IS+ICBT, a Vienna tandem-

and-ring style applicator [13] (Varian Medical Solution, Inc. Palo Alto, CA), with

a ring radius of 21.25 mm and six holes for interstitial needles is used with a 192Ir

source were used. Interstitial needles will be used in all six holes except those one

that will pass through the bladder.

3.2.2 Generating beams by combining beamlets

It was assumed that the micro-azimuth-angle, δϕ, was small enough that all

possible azimuthal emission angle ∆ϕ were integer multiples of it. It was also assumed

that the shield window can only be aligned with directions which are integer multiples

of δϕ. As defined in section 3.2.1, beamlets are essentially beams with ∆ϕ = δϕ.

The beamlets at a given dwell position ~sj are assumed to be non-overlapping, thus

the shadows cast by the shields of neighboring beamlets (k and k + 1 for a given

dwell position ~sj) do not overlap. An integer number, w(w > 1), of neighboring

baseline beamlets can be combined by superposition to produce a beamlet with a

larger azimuthal emission angle as follows:

Ḋi(j, k, w) =
w−1∑
p=0

Ḋi(j, k + p) (3.2)

generating a set of ”w-beams”. Equation (3.2) is exact for the case of zero shield

transmission, which is a safe assumption for the case under consideration.
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Consider the case in which the w neighboring beamlets, with indices from k

to k + w − 1, all share delivery times of tj,k = τ . It follows from Equation (3.2) that

the w neighboring beamlets can be replaced with a single beamlet with an azimuthal

emission angle wδϕ and a delivery time of twj,k = τ , where the t-superscript indicates

that the delivery time is associated with a beam with an emission angle of wδϕ.

Conversely, a beam with an azimuthal emission angle of wδϕ and a delivery time of

τ can be replaced with the beamlets with indices between k and k + w − 1, which

will have delivery times of t1j,k = τ . Thus an entire set of dwell times associated with

beam of azimuthal emission angle wδϕ can be also represented by the fluence map,

which is the dwell times associated with beamlets:

tw→1
j,k =

K−1∑
k′=0

twj,k′Π

(
(k − k′)%K

w

)
(3.3)

where Π(a/w) is unity when 0 ≤ a < w (a and w are both integers) and zero otherwise.

The Π-function spreads the dwell times from the wδϕ beams over multiple beamlets.

The modular arithmetic in its argument makes Π a periodic function of k′ with period

K. Equation (3.3) can be simplified by changing summation indices for k′ to p = k−k′

as follows:

tw→1
j,k =

K−1∑
p=0

twj,k−pΠ

(
p%K

w

)
=

w−1∑
p=0

twj,k−p (3.4)

Since the sum over k′ in Equation (3.3) is over one period twj,k−p, which is a periodic

function of k′, the summation over p in the middle expression of Equation (3.4) can

be done over the same range, even after changing variables.
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3.2.3 Deliverable plan generation from anchor plans

As doing dose optimization is a computational-intensive work, it is challenging

to generate plans with all possible w-values in times appropriate for clinical appli-

cation. Our proposed method is to limit the number of calls to the dose optimizer,

ideally, generating a single plan which is called the anchor plan. Then, an expedient

treatment plan, which has a dwell time of twj,k, is rapidly generated from an anchor

plan by solving the following optimization problem:

min
J−1∑
j=0

K−1∑
k=0

(
λ−j,kH(τj,k − tw→1

j,k ) + λ+
j,kH(tw→1

j,k − τj,k)
)

(tw→1
j,k − τj,k)2

subject to tw→1
j,k =

w−1∑
p=0

twj,(k−p)%K , ∀j ∈ [0, J − 1], k ∈ [0, K − 1] (3.5)

twj,k ≥ 0, ∀j ∈ [0, J − 1], k ∈ [0, K − 1] (3.6)

J−1∑
j=0

K−1∑
k=0

twj,k ≤ Tmax (3.7)

(3.8)

where H(x) is a Heaviside function and λ+
j,k, λ

−
j,k are coefficients for overdosing and

underdosing at dwell position ~sj and emission direction kδϕ of the beamlet respec-

tively. In this work, λ+
j,k is proportional to the largest dose rate contribution (i.e.

maxi∈OAR Ḋi(j, k)) to the OAR of the corresponding beamlet, and λ−j,k is proportional

to the largest dose rate contribution to the HR-CTV surface (i.e. maxi∈HR-CTV surface Ḋi(j, k)).

τj,k is the fluence map comes from the provided anchor plan P . Theoretically, the

correctness of the optimal sequencing algorithm introduced in this section is indepen-

dent of the anchor plans, in the sense of its objective function. However, as described



www.manaraa.com

47

in chapter 2, to ensure the quality of the treatment plans generated by optimal se-

quencing algorithm, the anchor plan should keep a balance between the dosimetric

quality and the smoothness of its fluence map. There are multiple ways to achieve

this. In the first work that introduced the REAS method, [39] multiple anchor plans

were used. The basic idea of multiple anchor plans is generating several different

anchor plans from treatment plans with different azimuthal emission angles such as

90◦, 180◦, and 270◦. Although no explicit smoothness parameter is used, this can

be considered as an implicit smoothness control. In this work, the ADOT method is

used. In contrast to the multiple anchor plans, ADOT method can reduce the time

cost on generating anchor plans while maintain the quality loss at a reasonable level.

Due to the inevitable disagreement between τj,k and tw→1
j,k in most real-world

cases, expedient treatment plan Pw may not reproduce the dose distribution of the

anchor plan perfectly. The plan quality tends to degenerate as w increases. As a

result, the expedient plan can be regarded as an approximation of the anchor plan.

However, the approximation quality will decrease as w increases.

With the solution to Equation (3.8), twj,k is scaled to maximize D90 in the HR-

CTV without violating the OAR dose constraints. Tmax is a constraint on the total

delivery time of expedient plan which can be imposed to reduce treatment time at

the expense of HR-CTV D90. Obtaining expedient plans by solving the sequencing

problem in Equation (3.8) is faster than the full optimization needed to obtain anchor

plans (or other treatment plans), since the problem concerns dwell times only, rather

than dwell times and beams.



www.manaraa.com

48

3.2.4 Evaluation and comparison

To evaluate a planning method, the planning time and the plan quality were

considered. The plan quality was established by maintaining a balance between the

HR-CTV D90 and the corresponding delivery time under the constraint that all OAR

D2cc values are below tolerance. By plotting the best HR-CTV D90 can be achieved by

the planning method against specified delivery time budgets, we generated a delivery

efficiency curve for the planning method.

For the purpose of comparison, three different planning methods including

REAS were applied to five clinical cases:

1. Exhaustive replanning with dose-volume optimizer (ERVO). With this method,

the in-house dose-volume optimizer, using IPSA, was applied to all w-beamlets.

To limit the time cost on doing ERVO, each single IPSA call is limited within

3 minutes.

2. Exhaustive replanning with surface optimizer (ERSO). Using DSO on all w-

beamlets.

3. Rapid emission angle selection (REAS), based on anchor plans generated from

ADOT.

For each clinical case and each planning method, a corresponding delivery

efficiency curve was generated instead of a single plan. When using the ERVO method

for example, the dose optimization with simulated annealing was applied to all 72

possible azimuthal emission angles. For each azimuthal emission angle, a delivery

plan was generated with a delivery time (x-axis) and a HR-CTV D90 (y-axis). We
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called these plans (calculated directly with the dose optimizer or optimal sequencing)

prime plans. The prime plans can be scaled with any scaling factor less than 1,

resulting in a derived plan. A derived plan will have lower D90 and lower delivery

time compared to the prime plan and the OAR dose will still be kept below the given

threshold. By plotting derived plans with prime plans, we get continuous curves

instead of discrete dots on the plots. The delivery efficiency curves for ERSO and

REAS were generated by a similar method as described for ERVO.

3.3 Results

3.3.1 Planning time comparison

The ERVO method took about 5 hours to finish and was the most time-

consuming method among the three methods studied in this work. The time costs

for the ERSO and the REAS method are about 20 and 8 minutes, respectively. All

three methods were applied to all 72 different azimuthal emission angles and were

able to generate the corresponding delivery efficiency curve. When using the ERVO

method, the time spent on dose optimization using the simulated annealing algorithm

dominated the time cost, as each dose optimization took 3 minutes. It is important

to note that the running time for the ERVO method depends on the pre-assigned

computation time budgets as there is no guaranteed time for achieving an optimal

solution with a simulated annealing based algorithm.

Because the ERSO method took less time; the whole procedure can be finished

in around 20 minutes for all plans including the time needed to compute the beamlets.
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The REAS optimal sequencing process required less than a second for each

sequence. Therefore, the time cost of REAS method is dominated by the calculation

of beamlets and the time cost on anchor plans. The whole process can be finished in

about 8 minutes.

3.3.2 Plan quality comparison

We evaluated the conventional plans for both cases studied in this thesis, and

the results are shown in Tables 3.1 and 3.2 . While IS+ICBT achieves higher D90 at

the price of more invasive method, both method can only achieve D90 less than 87

Gy, which may result in suboptimal treatment outcomes. [11]

Table 3.1: List of conventional ICBT plans that were evaluated with

HR-CTV D90, OAR D2cc and the delivery times.

Case
HR-CTV Bladder Rectum Sigmoid Delivery time
D90 (Gy) D2cc (Gy) D2cc (Gy) D2cc (Gy) (min/fx)

#1 73.1 90.0 56.7 64.0 4.7
#2 53.3 90.0 49.5 50.1 3.3
#3 67.5 90.0 55.3 69.9 6.0
#4 58.1 71.4 75.0 54.4 5.2
#5 61.9 90.0 57.8 53.1 4.5

For the three RSBT planning methods studied in this thesis, delivery efficiency

curves were generated instead of single plans. The delivery efficiency curves for each

patient with the three planning methods are shown in Figure 3.1.
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Figure 3.1: Delivery efficiency curves for five clinical cases by using three different

RSBT planning methods. ICBT/IS+ICBT plans are labeled for references.
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Table 3.2: List of conventional IS+ICBT plans that were evaluated

with HR-CTV D90, OAR D2cc and the delivery times.

Case
HR-CTV Bladder Rectum Sigmoid Delivery time
D90 (Gy) D2cc (Gy) D2cc (Gy) D2cc (Gy) (min/fx)

#1 86.4 90.0 56.1 70.2 4.7
#2 84.4 90.0 65.6 52.0 5.0
#3 78.8 82.8 57.4 75.0 6.0
#4 75.2 86.8 75.0 58.3 7.4
#5 70.6 90.0 58.6 56.4 5.4

As seen in Figure 3.1, the S-RSBT can achieve higher D90 than both ICBT

(may not appear in the figure because of low D90) and IS+ICBT at the price of longer

delivery times. Both REAS and ERVO generate better delivery plans compared to

ERSO method. It is also interesting to notice that although the ERVO method

should do the best theoretically, REAS method has a better quality than ERVO in

some cases. There are two possible reasons:

1. The running time of the IPSA is limited. While IPSA theoretically can achieve

the global optimum with sufficient running time, the time cost might be un-

acceptable. And more importantly, the increased running time to each IPSA

call will be magnified by the numbers of call to the dose optimizer. Thus, with

limited time, the boost by IPSA algorithm from the initial solution might also

be limited.

2. The dummy OAR (see section 2.2.3) limited the IPSA algorithm. This is the

main difference between the IPSA algorithm used in this work and the one
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used in the previous REAS study [39]. While the dummy OAR improves the

smoothness of the fluence map, it may reduce the D90 as well.

The detailed quantitative comparisons between these methods with delivery

time limited to 10–30 min/fx are shown in Tables 3.3–3.7. Take case #5 as an exam-

ple, compared to ERSO method, ERVO can achieve 5 Gy higher D90 on average in

the time interval 10–30 min/fx; and REAS method can achieve 6 Gy more. Excluding

the contribution from EBRT, that is about 14% increase. On average of all 5 cases,

the D90 achieved are 90.2, 86.0 and 90.4 Gy, respectively for ERVO, ERSO and REAS

method. Thus, the increase on D90 from ERSO to REAS is about 4.4 Gy, which is

about 10% more contribution from brachytherapy.

3.4 Discussion

By combining dose-volume optimization with the sequencing algorithm, the

REAS method provides users a tool by way of the delivery efficiency curves to facili-

tate treatment planning in a reasonable time frame. Theoretically, the ERVO method

can also provide users with the quality tools needed but at the cost of far greater com-

putational times. The quality of the plans produced when using the REAS method

are superior to those generated by ERSO according to the results of this chapter,

and may be considered a closer approximation to the global optimum than the ERSO

method.

The delivery efficiency curves seen in Figure 3.1 provide more information

than simply describing the tradeoff between delivery time and dose quality. Based
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Table 3.3: A part of the dosimetric comparison for case #1 between ERVO,

ERSO and REAS methods with time budget set to 10–30 min/fx. The averages

over delivery time were computed on all delivery time budgets in the range with

0.2 min/fx spacing.

Time budget HR-CTV Bladder Sigmoid Rectum Delivery ∆ϕ
(min/fx) D90 (Gy) D2cc (Gy) D2cc (Gy) D2cc (Gy) Time

10

ERVO 101 89.9 66.8 75 8.9 215◦

ERSO 94.5 85.4 62.6 75 6.8 255◦

REAS 99.4 89.7 66.6 75 7.7 245◦

15

ERVO 101 89.9 66.8 75 8.9 215◦

ERSO 94.5 85.4 62.6 75 6.8 255◦

REAS 100.8 88.9 67.5 75 14.7 130◦

20

ERVO 101.4 89.9 63.6 75 18.8 105◦

ERSO 95.9 78 61.1 75 16.8 100◦

REAS 105.1 84.6 64.3 75 19.9 100◦

25

ERVO 102.9 90 62.6 75 24.5 85◦

ERSO 97 79.2 60.4 75 24.1 70◦

REAS 106.5 84.6 63.3 75 24.4 85◦

30

ERVO 102.9 90 62.6 75 24.5 85◦

ERSO 97.6 79 61.5 75 28.2 60◦

REAS 107.1 85.5 62.7 75 30 70◦

Average achieved D90 ERVO: 101.7 Gy, ERSO: 96.0 Gy, REAS: 103.6 Gy
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Table 3.4: A part of the dosimetric comparison for case #2 between ERVO,

ERSO and REAS methods with time budget set to 10–30 min/fx. The averages

over delivery time were computed on all delivery time budgets in the range with

0.2 min/fx spacing.

Time budget HR-CTV Bladder Sigmoid Rectum Delivery ∆ϕ
(min/fx) D90 (Gy) D2cc (Gy) D2cc (Gy) D2cc (Gy) Time

10

ERVO 76.6 89.5 62.5 53.4 10 190◦

ERSO 76.6 89.5 62.5 53.4 10 190◦

REAS 74.7 88.7 61.4 57.4 10 205◦

15

ERVO 88.7 89.9 75 57.5 13.9 180◦

ERSO 85.9 89.1 75 53.5 14.3 165◦

REAS 86.2 90 73.6 64.7 13.6 190◦

20

ERVO 90.4 90 75 66.8 17.8 170◦

ERSO 85.9 89.1 75 53.5 14.3 165◦

REAS 86.2 90 73.6 64.7 13.6 190◦

25

ERVO 90.4 90 75 66.8 17.8 170◦

ERSO 89 80.9 73.7 51.4 25 100◦

REAS 92.8 74 73.4 53 25 105◦

30

ERVO 97.5 86 74.1 52.6 30 90◦

ERSO 97.5 86 74.1 52.6 30 90◦

REAS 100.8 77.6 75 54.5 28.8 100◦

Average achieved D90 ERVO: 89.2 Gy, ERSO: 87.1 Gy, REAS: 88.5 Gy
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Table 3.5: A part of the dosimetric comparison for case #3 between ERVO,

ERSO and REAS methods with time budget set to 10–30 min/fx. The averages

over delivery time were computed on all delivery time budgets in the range with

0.2 min/fx spacing.

Time budget HR-CTV Bladder Sigmoid Rectum Delivery ∆ϕ
(min/fx) D90 (Gy) D2cc (Gy) D2cc (Gy) D2cc (Gy) Time

10

ERVO 81 87.5 57.6 75 9.6 255◦

ERSO 77.1 74.8 55.7 75 9.5 230◦

REAS 83 90 60.7 73.8 9.9 265◦

15

ERVO 85.3 89.4 66.1 75 13 215◦

ERSO 77.1 74.8 55.7 75 9.5 230◦

REAS 84 90 61.7 74.9 10.7 250◦

20

ERVO 85.3 89.4 66.1 75 13 215◦

ERSO 79.7 78.7 58.6 75 19.8 115◦

REAS 84 90 61.7 74.9 10.7 250◦

25

ERVO 85.3 89.4 66.1 75 13 215◦

ERSO 81.4 74.3 56.8 75 23.6 95◦

REAS 86 86.8 61.1 75 24.4 110◦

25

ERVO 88 89.7 61.7 75 28.9 95◦

ERSO 82.1 73.8 56.4 74.8 30 75◦

REAS 88.3 86 61.2 75 29.1 95◦

Average achieved D90 ERVO: 85.4 Gy, ERSO: 79.5 Gy, REAS: 85.0 Gy
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Table 3.6: A part of the dosimetric comparison for case #4 between ERVO,

ERSO and REAS methods with time budget set to 10–30 min/fx. The averages

over delivery time were computed on all delivery time budgets in the range with

0.2 min/fx spacing.

Time budget HR-CTV Bladder Sigmoid Rectum Delivery ∆ϕ
(min/fx) D90 (Gy) D2cc (Gy) D2cc (Gy) D2cc (Gy) Time

10

ERVO 70.9 80.3 74.5 69.3 10 285◦

ERSO 70.9 80.3 74.5 69.3 10 285◦

REAS 71.1 88.8 63.6 57.8 10 285◦

15

ERVO 81.4 90 74.7 74 14.2 240◦

ERSO 77.7 84.4 72.1 75 12.6 255◦

REAS 80.5 90 74 66.5 14.2 235◦

20

ERVO 81.4 90 74.7 74 14.2 240◦

ERSO 77.7 84.4 72.1 75 12.6 255◦

REAS 80.5 90 74 66.5 14.2 235◦

25

ERVO 81.4 90 74.7 74 14.2 240◦

ERSO 80.3 88.4 73.3 72 25 135◦

REAS 80.5 90 74 66.5 14.2 235◦

25

ERVO 86.5 90 67.9 74.3 30 120◦

ERSO 86.5 90 67.9 74.3 30 120◦

REAS 83.2 87.6 66.2 60.6 30 120◦

Average achieved D90 ERVO: 81.0 Gy, ERSO: 78.8 Gy, REAS: 79.9 Gy
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Table 3.7: A part of the dosimetric comparison for case #5 between ERVO,

ERSO and REAS methods with time budget set to 10–30 min/fx. The averages

over delivery time were computed on all delivery time budgets in the range with

0.2 min/fx spacing.

Time budget HR-CTV Bladder Sigmoid Rectum Delivery ∆ϕ
(min/fx) D90 (Gy) D2cc (Gy) D2cc (Gy) D2cc (Gy) Time

10

ERVO 86.4 86.8 72.9 59.2 10 240◦

ERSO 79.7 90 64.5 55.2 8.8 230◦

REAS 86 84 74.7 60.6 10 265◦

15

ERVO 93.5 90 75 74.2 12 230◦

ERSO 82.9 90 64 54 15 135◦

REAS 90 79.8 75 63.4 11.7 230◦

20

ERVO 93.5 90 75 74.2 12 230◦

ERSO 90.1 89 63.2 55.3 20 110◦

REAS 91.8 84.4 75 60 19.5 135◦

25

ERVO 94.5 90 63.5 56.2 24.1 95◦

ERSO 94.5 90 63.5 56.2 24.1 95◦

REAS 100.2 85.6 75 62 24.7 120◦

25

ERVO 98.5 90 75 74.3 29.2 110◦

ERSO 98.5 89.5 67.5 57.5 30 80◦

REAS 108.3 88.1 74 64.8 30 105◦

Average achieved D90 ERVO: 93.9 Gy, ERSO: 89.0 Gy, REAS: 95.0 Gy
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on our experimental results we found that: first, the delivery efficiency curves vary

between cases, showing the selection of the azimuthal emission angle ∆ϕ should be

case-dependent. moreover, it also depend on the time budgets and the treatment goals

specified by the user. Second, smaller azimuthal emission angles do not guarantee

better dose distributions. This conclusion seems to be counterintuitive, yet a simple

explanation is that we are using a fixed azimuthal emission angle. If the larger

azimuthal emission angle is not a multiple of the smaller one, we cannot always

expect to get a better dose distribution by using the smaller angle. Supposing that

Figure 3.2(a) shows the ideal dose distribution, then the dose distribution can be

perfectly reproduced by set ∆ϕ = 3δϕ. However, with a smaller azimuthal emission

angle ∆ϕ = 2δϕ, it is impossible to perfectly reproduce the dose distribution, as

shown in Figure 3.2(b).

Although we only considered a single tandem applicator for all the RSBT

planning within this work, the REAS method introduced here would also benefit

from use in a multiple channel device such as those used in a tandem and ovoid

applicator.

The RSBT system may be clinically implemented by using detachable partial

shields. To fully exploit the potential of the REAS method, a set of different shields

with all possible azimuthal emission angles is desired. In the cases studied in this

work, this requirement leads to 70 different shields. While too many different shields

may be economically inefficient for a clinical implementation, the number of shields

may be reduced by using of a subset of all possible azimuthal emission angles instead
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⇒

(a) (b)

Figure 3.2: Situation in which a smaller azimuthal emission angle results in a worse

dose distribution. (a) An dose distribution that can be perfectly reproduced with

∆ϕ = 3δϕ. (b) By using ∆ϕ = 2δϕ, it is impossible to perfectly reproduce the dose

distribution shown in (a).

of the universal set. It was observed that more than 80% of the plans on the delivery

efficiency that were clinically reasonable can be covered by azimuthal emission angles

between 90◦ and 270◦. Making use of this observation can reduce about half of the

shields and make the required shields less than 30. The number of shields can be

further reduced by increasing δϕ. For example, with δϕ = 10◦, it is possible to

reduce the number of shield to about 10.

3.5 Conclusions

Using the REAS technique introduced in this chapter, RSBT users will be able

to strike a balance between the treatment time and the dose quality about 30 times

faster than when using exhaustive dose-volume optimizations. It can even performs

faster than exhaustive dose-surface optimizations. The REAS method can also boost

the D90 by about 10% while maintaining the same delivery time compared to ERSO
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methods.

S-RSBT planning may benefit from the REAS technique and is more likely

than conventional ICBT and IS+ICBT to yield better plans in the limited time avail-

able. Moreover, S-RSBT users will have the freedom to optimize the tradeoff between

the delivery time and the HR-CTV dose conformity with S-RSBT by the selection of

the azimuthal emission angle.
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CHAPTER 4
DYNAMIC ROTATING-SHIELD

BRACHYTHERAPY

4.1 Introduction

As the azimuthal emission angles in S-RSBT were assumed to be static during

the delivery process, [15, 16, 51, 39, 73] it is possible that RSBT can be delivered us-

ing shields that are capable of varying the azimuthal emission angle during treatment

delivery. We propose D-RSBT as a technique capable of using a variable azimuthal

emission angle which is distinct from S-RSBT, which uses a constant azimuthal emis-

sion angle. The D-RSBT source is assumed to be an eBT source, shielded by two

layers of rotatable tungsten alloy shields. On each of the shields, there is a 180◦ az-

imuthal shield angle opening. By rotating the shields, any azimuthal emission angle

that is less than 180◦ can be formed during the treatment delivery (Figure 1.3). To

enable D-RSBT to be used in clinical practice, a systematic approach that can fully

exploit its capability is necessary.

While D-RSBT may theoretically be able to form any azimuthal emission angle

less than 180◦ by rotating the shields (Figure 1.3), an assumption is made to simplify

the study. The field edges, which are the boundaries of the non-shielded regions in the

cross sectional view, are aligned with K discrete and evenly spaced azimuthal angles

in the polar coordinate system centered at the eBT source. As a result, instead of

having an infinite number of different shield arrangements at a single dwell position,

the number of different arrangements is K2/2 at a single dwell position.
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In this work, we propose two different optimal sequencing methods, one uses

the combinatorial approach and the other uses a numerical method.

4.2 Optimal sequencing with combinatorial
optimization

Using combinatorial approach, we model the optimal sequencing problem

as a geometric optimization problem called Circular Integral Block Decomposition

(CIBD). For a specified dwell position ~rj, the corresponding row of fluence map τj,k

is denoted as a nonnegative integral function t defined on an integral interval C =

[0, n− 1], where n is used instead of K = 360◦/δϕ to comply with the convention of

algorithm complexity analysis. Each entry of t is assumed to be a integer between 0

and H. While real number are allowed in fluence maps, it is still a safe assumption

that all then entries of fluence maps are rational thus we can find a way to convert the

fluence maps to be integral. With the leading field edge and trailing field edges aligned

with direction aδϕ and bδϕ, we can represent a beam with pair [a, b], a, b ∈ C, a ≤ b,

where a circular interval Ic(a, b) of C is defined as,

Ic(a, b) =


[a, b], if a ≤ b,

[a, n− 1] ∪ [0, b], otherwise.

(4.1)

For an integer h > 0, a block 〈a, b, h〉, which is used to represent a beam with

leading field edge and trailing field edges aligned with direction aδϕ and bδϕ and dwell

time h, is defined as a window function f(x) on the circular interval Ic(a, b) ⊆ C, with

f(x) =


h, x ∈ Ic(a, b)

0, otherwise.

(4.2)
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h is called the height of the block 〈a, b, h〉, and its width is (b− a+ 1) mod |C|. Note

that if b = |C| − 1 and a = 0, the width of the block is |C| instead of 0. Intuitively,

the CIBD problem seeks to find a set B of blocks 〈ak, bk, hk〉 that “approximates” the

given function t by “tiling” them up, and in fact it is a simulation of the process of

using beams to reproduce the dose distribution of the anchor plan.

The function FB(x) obtained by tiling up all the blocks in B is defined, as

follows.

FB(x) =
∑

〈ak,bk,hk〉∈B,x∈Ic(ak,bk)

hk. (4.3)

More precisely, given a nonnegative integral function t defined on an integral

interval C = [0, n − 1] and two integers w > 0 and H > 0, the CIBD problem seeks

to compute a set B of blocks 〈ak, bk, hk〉 such that (1) the width of each block is

no larger than w; (2) the total height of the blocks in B is no larger than H, i.e.,∑
〈ak,bk,hk〉∈B hk ≤ H; and (3) the approximation error E(B) =

∑n−1
x=0 (FB(x)− t(x))2

is minimized.

Figure 4.1 shows a CIBD problem instance. The function t is defined on

an integral interval [0, 3] specified on a circle in the counter-clock wise order, with

t(0) = 4, t(1) = 5, t(2) = 2 and t(3) = 4. The function can be decomposed to a set

of 4 blocks B = {〈0, 1, 2〉, 〈1, 3, 1〉, 〈2, 3, 1〉, 〈3, 1, 2〉}, while w = 3 and H = 6; and the

approximation error E(B) = 0.
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Figure 4.1: Illustration of a CIBD problem instance. On the left panel, a “pie-chart”

is used depict a integral function t defined on an integral interval [0, 3], and the

function values are shown by the radius of the fans at the corresponding positions in

the counter-clock wise order. This function t is equivalent to the sum of 4 blocks as

shown by the 4 “pie-charts” on the right panel.

4.2.1 Canonical blocksets and admissible function pairs

It can be noticed that the solution of a CIBD problem can be represented by

a set of blocks encoded by triplets. However, without additional information, this

solution space is relatively unstructured. In this section, first we will show that any

solution to a CIBD problem can be equivalently substituted by a canonical blockset.

Simply speaking, both the first and the second component of the triplets in a canonical

blockset can be sorted into non-decreasing order simultaneously. And this property

can be extended with the circularity taken into consideration. Then we will show the

equivalence between the canonical blocksets and the admissible function pairs. And

finally, we will formulate the problem into a convex cost integer dual network flow

problem by revealing the structure of this problem.
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The key idea behind the canonical blocksets is the equivalence. By defining

the equivalence in the CIBD solution space, the solution space is partitioned into

equivalence classes. And for each equivalence class, we select a single solution that

has a monotone structure to represent the whole class. We name this solution as

canonical blockset. Therefore, instead of searching the whole solution space of CIBD,

we can limit our search within the subspace that only contains canonical blocksets.

To start with, we have the following definitions for blocksets: feasible, equiv-

alent and canonical.

Note that the CIBD problem is defined on a circular interval C = [0, n − 1],

and a window function (a block) is defined on a sub-interval [ak, bk] ⊂ C with ak, bk ∈

[0, n−1]. Without loss of generality, we unify the representation of a block, that is, a

block is a feasible one if and only if 〈ak, bk, hk〉 with bk > ak ≥ 0, (bk−ak) ≤ w, ak < n

and hk > 0. Thus, we will have ak ∈ [0, n− 1] and bk ∈ [0, n+ w − 1].

Definition 4.1. A blockset B is feasible if and only if every Bk ∈ B is feasible.

Definition 4.2. Two blockset B and B′ are equivalent if and only if FB = FB′

and HB = HB′, where FB = FB′ stands for a function equivalence: ∀x ∈ [0, n −

1],FB(x) = FB′(x); and HB =
∑

k hk stands for the total height of blocks in a

blockset B.

Definition 4.3. A feasible blockset B = {〈ak, bk, hk〉|k ∈ [1, K]} is canonical if and

only if B satisfies the following properties:

CB1. ∀k ∈ [1, K − 1], ak ≤ ak+1, bk ≤ bk+1;
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CB2. bK − n ≤ b1;

With the definition of equivalence between blocksets (i.e. the solutions to

CIBD), now we are at the point to introduce the first key theorem: we can always

find a canonical blockset to represent an abitrary feasible solution to CIBD without

affecting the objective and the constraints.Therefore, the CIBD problem can be solved

by considering canonical blocksets only.

Theorem 4.1. For any feasible blockset B, there exists a canonical blockset B̄ =

{〈āk, b̄k, h̄k〉|k ∈ [1, K̄]} such that B̄ and B are equivalent.

Proof. Theorem 4.1 can be proved with a constructive method, i.e. a canonical block

set B̄ which is equivalent to B can be constructed by B with a few transformations.

The key idea in these transformations is that: for any pair of blocks that makes

either property CB1 or CB2 violated, we can find a set of blocks to replace the pair

of blocks such that no violation occurs within the new set of blocks introduced; and

the updated blockset remains equivalent with the original one.

First, B̄ is copied from B thus they are obviously equivalent. Secondly, the

blocks in B̄ can be sorted in ascending order according to āk: ∀k ∈ [1, K̄ − 1], āk ≤

āk+1. However, the sorting does not necessarily make b̄k ≤ b̄k+1.

As shown in Figure 4.2, suppose B̄i(āi, b̄i, h̄i), B̄j(āj, b̄j, h̄j) ∈ B̄ with i < j and

āj ≥ āi, b̄j < b̄i, and there are 3 cases:

1. āj = āi, b̄j < b̄i. In this simplest case, swap the order of these two blocks as

Figure 4.2(a) shows. As no change is made to the blockset B̄ except a reordering,
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x
ai, bi

hi

aj , bj
hj

x
aj , bj

hj

ai, bi

hi

(a) aj = ai, bj < bi

x
ai, bi

hi

aj , bj

hj

x
ai, bj

hi

hj − hi

aj , bi

hi

(b) aj > ai, bj < bi, hj ≥ hi

x
ai, bi

hi

aj , bj
hj

x
ai, bj

hj

hi − hj

aj , bi
hj

(c) aj > ai, bj < bi, hj < hi

Figure 4.2: Illustration of the canonical transformation, assuming that j > i. For each

of the three cases that violate property CB1, the given block pairs can be substituted

with a set of new blocks. The violation then will be fixed within the introduced new

set of blocks, and the updated blockset is equivalent with the original one. Note that,

property CB2 is essentially the same as CB1 with circularity considered.
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the equivalence will not be affected.

2. āj > āi, b̄j < b̄i, h̄j ≥ h̄i. In this case, 3 new blocks are used to substitute

2 blocks B̄i, B̄j ∈ B̄, namely B̄k1 = 〈āi, b̄j, h̄i〉, B̄k2 = 〈āj, b̄j, h̄j − h̄i〉 and

B̄k3 = 〈āj, b̄i, h̄i〉 with k1 < k2 < k3. One can easily verify that āi ≤ āj ≤ āj,

b̄j ≤ b̄j ≤ b̄i and

(a) CB̄′(x) = h̄i = CB̄(x),∀x ∈ (āi, āj) ∪ (b̄j, b̄i);

(b) CB̄′(x) = h̄i + (h̄j − h̄i) + h̄i = h̄i + h̄j = CB̄(x),∀x ∈ (b̄i, b̄j);

as (āi, āj) ∪ (b̄j, b̄i) ∪ (b̄i, b̄j) = (āi, b̄i) in this case, CB̄ = CB̄′ . And
∑

B̄′
i∈B̄′ h′i =

h̄i + (h̄j − h̄i) + h̄i = h̄i + h̄j =
∑

Bi∈B̄ h̄i, as Figure 4.2(b) shows.

3. āj > āi, b̄j < b̄i, h̄j < h̄i. This case is similar as case 2, and 3 new blocks

are introduced but with different spans and heights: B̄k1 = 〈āi, b̄j, h̄j〉, B̄k2 =

〈āj, b̄j, h̄i − h̄j〉 and B̄k3 = 〈āj, b̄i, h̄j〉 with k1 < k2 < k3. āi ≤ āj ≤ āj,

b̄j ≤ b̄j ≤ b̄i still stand and

(a) CB̄′(x) = h̄j + (h̄i − h̄j) = h̄i = CB̄(x),∀x ∈ (āi, āj) ∪ (b̄j, b̄i);

(b) CB̄′(x) = h̄j + (h̄i − h̄j) + h̄j = h̄i + h̄j = CB̄(x),∀x ∈ (b̄i, b̄j);

therefore, CB̄ = CB̄′ stands for this case. And
∑

B̄′
i∈B̄′ h′i = h̄j +(h̄i− h̄j)+ h̄j =

h̄i + h̄j =
∑

Bi∈B̄ h̄i, as Figure 4.2(c) shows.

With the 3 cases shown above, it is clear that there exists B̄ which is equivalent to

B and satisfies CB1: ∀k ∈ [1, K̄ − 1], āk ≤ āk+1, b̄k ≤ b̄k+1.

For CB2, it can be treated as the case when we have two blocks 〈ā1, b̄1, h̄1〉

and 〈āK̄ − n, b̄K̄ − n, h̄K̄〉. It is clear that āK̄ − n < 0 ≤ ā1 and b̄K̄ − n > b̄1, and the
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same transformation in the 3 cases above can be still applied to make b̄K̄ − n ≤ b̄1

satisfied. �

We have already shown that the solution space of a CIBD problem becomes

more organized by introducing the canonical blocksets. However, searching among

the canonical blocksets is still too complicated. Suppose we have a number of |B|

blocks in the solution represented by a canonical blockset and each block in the set is

denoted by a triplet. Then we need 3|B| variables to represent this solution. We may

use the monotone property of canonical blockset to help the search, however, the size

of the blockset could be large and we even don’t know the exact number of |B|.

In this section, we will show the one to one correspondence between canonical

blocksets and admissible function pairs. And the later is consists of two monotonically

non-decreasing functions and can be represented by 2n + w variables. We will also

show how to further condense the representation of an admissible function pair into

2n variables and turn the whole problem into a convex cost integer dual network flow

problem.

Again, we start with the definition of the admissible function pair. This defini-

tion is important as all the properties listed for admissible function pairs can converted

into linear constraints later on.

For each canonical blockset B = {B1, B2, . . . , BK}, a function pair (L,R) is
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defined, as follows:

L(x) =
∑

Bk∈B,ak≤x
hk, ∀x ∈ [0, n− 1] (4.4a)

R(x) =
∑

Bk∈B,bk≤x
hk, ∀x ∈ [0, n+ w − 1] (4.4b)

Notice that L(n − 1) =
∑

k,ak≤n−1 hk =
∑K

k=1 hk = HB. Also, by applying

Equation (4.4) to Equation (4.3), we can represent FB(x) with function pair (L,R).

FB(x) = F(L,R)(x) =



∑
k,ak≤x<bk hk = L(x)−R(x), ∀x ∈ [w, n− 1]

∑
k,ak≤x<bk hk +

∑
k,ak≤x+n<bk

hk = L(x)−R(x)

+L(n− 1)−R(n+ x), ∀x ∈ [1, w − 1]

(4.5)

Definition 4.4. A function pair (L,R) with L : [0, n−1]→ Z and R : [0, n+w−1]→

Z is admissible if and only if (L,R) satisfies the following properties:

AD1: L and R are non-negative, R(0) = 0;

AD2: L and R are monotonically non-decreasing, i.e. ∀x ∈ [0, n− 2],L(x) ≤ L(x+

1); ∀x ∈ [0, n+ w − 2],R(x) ≤ R(x+ 1);

AD3: ∀x ∈ [0, n−1],L(x) ≥ R(x); ∀x ∈ [n, n+w−1],L(n−1) ≥ R(x); particularly,

R(n+ w − 1) = L(n− 1);

AD4: ∀x ∈ [0, n− 1], L(x) ≤ R(x+ w);

AD5: ∀x ∈ [0, n− 1], L(x) ≥ R(x+ 1);

AD6: ∀x ≥ b1 + n,R(x) = L(n− 1), where b1 = min arg(R(x) > 0).

In the second theorem we introduced in this section, we are going to show the
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one to one correspondence between canonical blocksets and admissible function pairs.

The mapping between these two preserves the calculation of both the local sum of

the block heights FB(x) and the total heights of blocks HB.

Theorem 4.2. For any canonical blockset B, we can find an admissible function pair

(L,R) with FB(x) = F(L,R)(x), HB = L(n− 1), and vice versa.

Proof. The proof for Theorem 4.2 is constructive and we will prove it from both

ways. First, starting from a canonical blockset B, we will show the function pair

(L,R) defined by B using Equation (4.4) is admissible. And second, starting from

an admissible function pair (L,R), we will construct a canonical blockset B with

FB(x) = F(L,R)(x), HB = L(n− 1).

To prove that (L,R) defined by B using Equation (4.4) is admissible, we can

verify the properties listed in Definition 4.4 one by one. Suppose function pair (L,R)

is defined with canonical blockset B = {〈ak, bk, hk〉|k ∈ [1, K]},

1. According to the definition of L and R, they are both defined as the sum of

a set of non-negative values hk, therefore, they are both non-negative. And as

any feasible block 〈ak, bk, hk〉 satisfies bk > 0, R(0) = 0;

2. Suppose we have 0 ≤ x1 < x2 ≤ n − 1, then it is clear that {k|ak ≤ x1} ⊆

{k|ak ≤ x2}, and as we know all hk > 0, then we have L(x1) =
∑

k,ak≤x1 hk ≤∑
k,ak≤x2 hk = L(x2). Therefore, we know L is monotonically non-decreasing in

its domain. Similarly, we can prove R is also monotonically non-decreasing;

3. As any feasible block 〈ak, bk, hk〉 satisfies ak < bk, {k|bk ≤ x} ⊆ {k|ak ≤ x}.

Again, since we have any hk > 0, we also have ∀x ∈ [0, n − 1], L(x) =
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∑
k,ak≤x hk ≥

∑
k,bk≤x hk = R(x). In particular, L(n − 1) =

∑
k,ak≤n−1 hk =∑K

k=1 hk actually is sum of all hks in the blockset. Therefore, we have ∀x,R(x) ≤

L(n−1), and L(x) ≤ L(n−1) also stands. For the caseR(n+w−1) = L(n−1),

it can be shown easily by the fact that ∀k, ak ≤ n− 1, bk ≤ n+ w − 1;

4. According to the definition, a feasible block 〈ak, bk, hk〉 also satisfies bk−ak ≤ w,

therefore, {k|ak ≤ x} ⊆ {k|bk − w ≤ x}. That leads to ∀x ∈ [0, n − 1],

L(x) =
∑

k,ak≤x hk ≤
∑

k,bk−w≤x hk =
∑

k,bk≤x+w hk = R(x+ w);

5. This property actually stands for a trivial minimal window constraint wmin = 1.

According to the definition of feasible blocks, we should have bk ≥ ak + 1 and

exclude any block with 0 width. Then {k|bk − 1 ≤ x} ⊆ {k|ak ≤ x}, and

∀x ∈ [0, n− 1], L(x) =
∑

k,ak≤x hk ≥
∑

k,bk−1≤x hk =
∑

k,bk≤x+1 hk = R(x+ 1);

6. As b1 = min arg(R > 0) = min{bk|k ∈ [1, K]}, and B is canonical, then

bK = max{bk|k ∈ [1, K]} ≤ b1+n, and ∀x ≥ b1+n, R(x) =
∑K

k=1 hk = L(n−1).

Therefore, (L,R) satisfies all properties in Definition 4.4 and is admissible. FB(x) =

F(L,R)(x) stands directly from the definition in Equation (4.5).

Given an admissible function pair (L,R), the canonical blockset B can be

found with “horizontal rectangularization” (See Figure 4.3).

1. List all non-zero distinct values in L and R in ascending order as a list L;

2. Set the current horizon as h̃ = 0, k = 1;

3. Find the smallest number in L which is larger than h̃ as z;

4. Set ak = arg minx(L(x) ≥ z) and bk = arg minx(R(x) ≥ z); And we find a

block Bk = 〈ak, bk, hk = z − h̃〉, set k = k + 1.
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L
R

0 1 2 3 4 5 6

h̃

z
hk

ak

bk

Figure 4.3: Illustration of applying horizontal rectangularization on (L,R). Simply

speaking, for a given admissible function pair (L,R), we can find a set of horizontal

lines by extending each horizontal “staircase” on function L or R. And then find

those blocks defined by adjacent horizontal lines and vertical “staircases” of L and

R.

5. Set h̃ = z, and remove z from list L. Return to step 3 until L is empty.

In order to show blockset B = {Bk|k ∈ [1, K]} found by algorithm “horizontal rectan-

gularization” is canonical, notice that, the algorithm used a set of strictly ascending

values in L = {L(x)|x ∈ [0, n − 1]} ∪ {R(x)|x ∈ [0, n + w − 1]} together with the

two monotonically non-descending rectilinear curves to form the blockset. This fact

can easily leads to the properties that: (i) ak and bk are both non-descending; (ii) hk

are strictly positive. By given that L(n − 1) = R(n + w − 1) = maxL, we can also

notice that 0 ≤ ak ≤ n − 1 and 0 ≤ bk ≤ n + w − 1. Accompanied with the fact

that ∀x ∈ [0, n− 1], L(x) ≥ R(x+ 1), L(bk − 1) ≥ R(bk), then we have bk − ak ≥ 1;

similarly, by using the property ∀x ∈ [0, n− 1], L(x) ≤ R(x+ w), we can show that
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L(ak) ≤ R(ak + w) and bk − ak ≤ w.

For the last property bK − n ≤ b1, if (L,R) satisfies ∀x ≥ b1 + n,R(x) =

L(n − 1), it can be satisfied as bK = arg minx(R(x) ≥ L(n − 1)) ≤ b1 + n. And

b1 = min arg(R(x) > 0) is just a trivial fact. Therefore, the blockset B formed by

(L,R) that satisfies all properties listed in Definition 4.4 is canonical.

As shown in Figure 4.3, every vertical column locate at position x is defined

by L(x) and R(x) (for the case x ≥ n, it is defined by L(n − 1) and R(x)) will be

partitioned to several blocks with ak ≤ x and bk > x. This makes Equation (4.5)

go the opposite direction thus proves FB(x) = F(L,R)(x). And according to the fact

R(0) = 0, max(L) = L(n− 1), we also have
∑

k hk = HB = L(n− 1). �

Then, according to Theorem 4.2, the objective of the CIBD problem can be

formulated as:

min E(L,R) =
w−1∑
x=0

(L(x)−R(x) + L(n− 1)−R(n+ x)− t(x))2

+
n−1∑
x=w

(L(x)−R(x)− t(x))2 (4.6)

However, not all properties can be expressed with linear constraints defined with

(L,R) since b1 in (AD6) remains unknown until (L(x),R(x)) is known. Moreover,

Equation (4.6) is not submodular since not all off-diagonal coefficients in the con-

straint matrix are non-positive with more than 2 variables in a single term of the

quadratic objective function(Prop 2.6 [44]). Further the lack of submodularity makes

this problem hard to solve.

We introduce the following transformation for admissible function pairs (L,R)



www.manaraa.com

76

to remove the variable b1 from Equation (4.6):

R̄(x) =


R(n+ x)− L(n− 1), ∀x ∈ [0, b1 − 1]

R(x), ∀x ∈ [b1, n− 1]

(4.7)

The CIBD problem is then formulated, as follows.

min E(L, R̄) =
n−1∑
x=0

(L(x)− R̄(x)− t(x))2

s.t. L(x) ≤ L(x+ 1), ∀x ∈ [0, n− 2] (4.8a)

R̄(x) ≤ R̄(x+ 1), ∀x ∈ [0, n− 2] (4.8b)

L(x) ≤ R̄(x+ w), ∀x ∈ [0, n− w − 1] (4.8c)

L(x) ≤ R̄(x+ w − n) + L(n− 1), ∀x ∈ [n− w, n− 1] (4.8d)

R̄(x) ≤ L(x− 1), ∀x ∈ [1, n− 1] (4.8e)

R̄(0) ≤ 0,L(0) ≥ 0,L(n− 1) ≤ H (4.8f)

To show that the CIBD problem can be correctly solved by find solutions to

Equation (4.8), we need the following lemma.

Lemma 4.3. For any admissible function pair (L,R), (L, R̄) is feasible to Equa-

tion (4.8) with E(L,R) = E(L, R̄); and for any feasible solution (L, R̄) to Equa-

tion (4.8), there exist an admissible function pair (L,R) such that E(L,R) = E(L, R̄).

Proof. We start our proof from showing the one-to-one correspondence between ad-

missible function pairs (L,R) and feasible solutions (L, R̄) to Equation (4.8).
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L
R

0 1 2 3 4 5 6
(n)

L

R̄

0 1 2 3

Figure 4.4: Visual illustration of mapping from (L,R) to (L, R̄). In short, (L, R̄) is

obtained from (L,R) by shifting the part of (L,R) on the right of line x = n with n

units leftward and L(n− 1) units downward.

According to Equation (4.7), any admissible function pairs (L,R) can be

uniquely mapped to a solution (L, R̄) by shifting R(x ∈ [n, n + w − 1]) n units

leftward and L(n− 1) units downward, as illustrated by Figure 4.4. Notice that, the

domain of R̄ is reduced from [0, n+w− 1] to [0, n− 1] compared to R as the shifting

operation overlapped the intervals [0, w− 1] and [n, n+w− 1]. According to (AD6),

∀x ∈ [0, b1],R(x) = 0, and ∀x ∈ [b1, w− 1],R(n+ x) = L(n− 1); i.e. ∀x ∈ [0, w− 1],

either R(x) = 0 or R(n+x) = L(n− 1) (or both). That serves as the key for making
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a unique mapping from (L, R̄) back to (L,R) with the following equation:

R(x) =



R̄(x), x ∈ [w, n− 1] or (x < w, R̄(x) ≥ 0)

0, x < w, R̄(x) < 0

L(n− 1), x ≥ n, R̄(x− n) ≥ 0

L(n− 1) + R̄(x− n), x ≥ n, R̄(x− n) < 0

(4.9)

Then we need to show all the properties of admissible functions pairs are prop-

erly encoded into the constraints in Equation (4.8). The verification is straightforward

but tedious. Therefore, we only list the guidelines for the verfications here instead.

Together with Equation (4.9), Equations (4.8a) and (4.8b) are used to enforce the

non-decreasing property AD2; Equations (4.8c) and (4.8d) enforce the maximal win-

dow constraint AD4; Equation (4.8e) encodes AD5 which excludes infeasible blocks

with 0 width; AD6 is enforced by R̄(0) ≤ 0 based on Equations (4.7) and (4.9); the

non-negativity AD1 can be inferred from L(0) ≥ 0, Equations (4.8a) and (4.8b); and

L(n − 1) ≤ H is used to enforce the constraint on total height of blocks. AD3 is

inferred by AD2 and AD5. �

The optimization problem in Equation (4.8) is similar to the problem addressed

by Ahuja’s algorithm [1], except that the constraint matrices in Ahuja’s problems are

network matrices (i.e. every column contains two non-zero entries, one of them is

+1, and the other is −1). The constraint matrices in Equation (4.8) are not network

matrices unless L(n − 1) is known. Thus, by enumerating L(n − 1), Equation (4.8)

can be solved in O(n2H log n log(nH)) time. However, we can do much better by
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figuring out that L(n − 1) can be determined in constant time O(1). To be more

specific, we claim that L(n− 1) can be assumed to be H in almost every cases.

Before proving this claim, we need to prove an additional lemma. As shown

in [44, 34], a solution space ZV is L\-convex with unary linear constraints of forms

yu ≤ cu or yu ≥ du, where y ∈ ZV , u is an index of variable y and cu, du are

constants. Our task here is to prove that the L\-convexity still holds with binary

linear constraints of form yu − yv ≤ euv, where u, v are indexes of variable y and euv

is some constant.

Lemma 4.4. A set P = {y|y ∈ ZV ,∀(u, v) ∈ E,yu − yv ≤ euv} is L\-convex, i.e.

set P satisfies (SBS\[Z])(sec 5.5 [44])

(SBS\[Z]) p,q ∈ P ⇒ (p− α1) ∨ q,p ∧ (q + α1) ∈ P (∀α ∈ Z+) (4.10)

Proof. Suppose p,q ∈ P , and for an arbitrary constraint Cuv : yu − yv ≤ euv,

pu − pv ≤ euv and qu − qv ≤ euv.

For y = (p−α1)∨q, yu = max{pu−α,qu} and yv = max{pv−α,qv}, there

are 4 cases on the value assignment:

1. yu = pu − α and yv = pv − α, then yu − yv = pu − pv ≤ euv.

2. yu = pu − α and yv = qv. Then qv ≥ pv − α, and yu − yv = pu − α − qv ≤

pu − α− (pv − α) = pu − pv ≤ euv.

3. yu = qu and yv = pv − α. Then pv − α ≥ qv, and yu − yv = qu − (pv − α) ≤

qu − qv ≤ euv.
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4. yu = qu and yv = qv, then yu − yv = qu − qv ≤ euv.

For y = p ∧ (q + α1), yu = min{pu,qu + α} and yv = min{pv,qv + α}, there are

also 4 cases on the value assignment:

1. yu = qu + α and yv = qv + α, then yu − yv = pu + α− (pv + α) ≤ euv.

2. yu = pu + α and yv = qv. Then pu + α ≤ pv, and yu − yv = pu + α − qv ≤

qu − qv ≤ euv.

3. yu = pu and yv = qv + α. Then qv + α ≤ pv, and yu − yv = pu − (qv + α) ≤

qu + α− (qv + α) = qu − qv ≤ euv.

4. yu = qu and yv = qv, then yu − yv = qu − qv ≤ euv.

Therefore, for arbitrary constraint Cuv : yu − yv ≤ euv, if p,q satisfy Cuv, then

(p−α1)∨q,p∧(q+α1) also satisfy Cuv. Thus P = {y|y ∈ ZV ,∀(u, v) ∈ E,yu−yv ≤

euv} is L\-convex. �

With the Lemma 4.4 proved, we can continue to show the key observation in

this work. Simply speaking, we found that the optimal solutions tend to make the

total height of blocks as high as possible.

Theorem 4.5. If there exist some feasible solution to Equation (4.8), i.e. dom E 6=

∅, and H ≤∑n−1
x=0 t(x), then there exist a solution y∗ = (L∗, R̄∗) such that L∗(n−1) =

H and ∀y ∈ dom E, E(y∗) ≤ E(y).

Proof. Theorem 4.5 can be proved in a constructive way, i.e. suppose there exist some

other optimal solution y′ = (L′, R̄′) such that H ′ = L′(n− 1) ≤ H and ∀y ∈ dom E ,

E(y′) ≤ E(y), then we can find another solution y∗ = (L∗, R̄∗) with L∗(n − 1) = H
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and E(y∗) ≤ E(y′).

The construction of y∗ differs in two different cases. For the first case, if

H ≤∑n−1
x=0(L′(x)− R̄′(x)), set y∗ = (L′ + δ, R̄′ + δ), where

δ(x) =


min{−R̄′(0), H −H ′} x = 0

min{L′(x− 1)− R̄′(x) + δ(x− 1), H −H ′}, x > 0

(4.11)

Essentially, the function δ is applied to y′ in order to make the new solution y∗ =

(L∗, R̄∗) satisfy L∗(n−1) = H without changing the objective value while preserving

all the constraints.

Notice that, ∀x > 0, δ(x) = min{L′(x−1)−R̄′(x)+δ(x−1), H−H ′}. If ∀x >

0, δ(x) = L′(x− 1)−R̄′(x) + δ(x− 1), according to Equation (4.8e), δ(x) ≥ δ(x− 1);

Otherwise, δ(x) = H − H ′. And according to Equation (4.11), ∀x, δ(x) ≤ H − H ′,

then δ(x) ≥ δ(x − 1) still stands. Therefore, δ is an monotonically non-decreasing

function on [0, n − 1]. Also, as R̄′(0) ≤ 0 and H ≥ H ′, δ(0) ≥ 0. That shows δ is a

nonnegative function.

Now we can show how y∗ = (L′ + δ, R̄′ + δ) preserves the constraints listed in

Equation (4.8).

For Equation (4.8a), since ∀x ∈ [0, n − 2],L′(x) ≤ L′(x + 1) and δ(x) ≤

δ(x + 1), we have L′(x) + δ(x) = L∗(x) ≤ L′(x + 1) + δ(x + 1) = L∗(x + 1). This

shows Equation (4.8a) stands for solution y∗. We can also prove the inequality for

Equation (4.8b) and (4.8c) on y∗ using a similar method.

For Equation (4.8d), ∀x ∈ [n− w, n− 1],L′(x) ≤ R̄′(x + w − n) + L′(n− 1),

and clearly δ(x) ≤ δ(n − 1) ≤ δ(x + w − n) + δ(n − 1). This shows L∗(x) ≤



www.manaraa.com

82

R̄∗(x+ w − n) + L∗(n− 1).

For Equation (4.8e), based on the definition of δ(x), we have R̄∗(x) = R̄′(x) +

δ(x) ≤ R̄′(x) + L′(x− 1)− R̄′(x) + δ(x− 1) = L′(x− 1) + δ(x− 1) = L∗(x− 1).

For the last inequality, R̄∗(0) = R̄′(0)+δ(0) ≤ R̄′(0)−R̄′(0) = 0. L(n−1) ≤ H

is also satisfied as L∗(0) = L′(0) + δ(0) ≥ L′(0) ≥ 0. And L∗(n − 1) = L(n − 1) +

δ(n − 1). Suppose δ(n − 1) = H − H ′, then L∗(n − 1) = H and L(n − 1) ≤ H is

satisfied. Otherwise, δ(n − 1) < H − H ′ and ∀x ∈ [0, n − 1], δ(x) < H − H ′. Then

δ(n− 1) =
∑n−1

x=0

(
L′(x)− R̄′(x)

)
−L′(n− 1) ≥ H −H ′ and this contradicts with the

previous assumption. Therefore, L∗(n−1) = H whenever H ≤∑n−1
x=0(L′(x)−R̄′(x)).

For the second case where H >
∑n−1

x=0(L′(x) − R̄′(x)), set y′′ = (L′′, R̄′′) =

(L′ + δ, R̄′ + δ). Then, R̄′′(0) = 0 and ∀x ∈ [0, n − 1], R̄′′(x) = L′′(x − 1) (define

L′′(−1) = 0), and solution y′′ = (L′′, R̄′′) will satisfy

min E ′(L) =
n−1∑
x=0

(L(x)− L(x− 1)− f(x))2

s.t. L(x− 1)− L(x) ≤ 0, ∀x ∈ [0, n− 1] (4.12a)

L(n− 1) ≤ H (4.12b)

L(−1) = 0 (4.12c)

And E ′(L′′) = E(L′, R̄′). By relaxing constraint in Equation (4.12c), Equation (4.12)

is further degenerated to

min E ′′(L) =
n−1∑
x=0

(L(x)− L(x− 1)− f(x))2
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s.t. L(x− 1)− L(x) ≤ 0, ∀x ∈ [0, n− 1] (4.13a)

L(n− 1) ≤ H (4.13b)

It is easy to show that dom (E ′) ⊂ dom (E ′′) and ∀L ∈ dom (E ′), E ′(L) = E ′′(L).

Moreover, if L ∈ dom (E ′′) and L(−1) = 0, then L ∈ dom (E ′).

Set L◦(n−1) = H, finding the solution L◦ with E ′′(L◦) = 0 to Equation (4.13)

can be done with an intuitive linear time algorithm. According to Lemma 4.4, the

domain of Equation (4.13) is L\-convex, and Equation (4.13) is L\-convex (sec 7.3 [44])

and

E ′′(L′′) + E ′′(L◦) ≥ E ′′(L′′ ∨ L◦) + E ′′(L′′ ∧ L◦) (4.14)

As E ′′(L◦) = 0 and E ′′(L′′ ∧ L◦) ≥ 0, E ′′(L′′) ≥ E ′′(L′′ ∨ L◦).

Notice that L′′,L◦ ∈ dom (E ′′)⇒ (L′′∨L◦) ∈ dom (E ′′). SinceH ≤∑n−1
x=0 f(x),

L◦(−1) ≤ 0 and L′′ ∈ dom (E ′), (L′′ ∨ L◦)(−1) = L′′(−1) = 0. This shows that

(L′′ ∨ L◦) ∈ dom (E ′) and E(L′, R̄′) = E ′(L′′) ≥ E ′(L′′ ∨ L◦). Thus, y∗ = (L∗, R̄∗)

can be assigned with ∀x ∈ [0, n− 1],L∗(x) = (L′′ ∨L◦)(x), R̄∗(x) = (L′′ ∨L◦)(x− 1).

Clearly, L∗(n − 1) = L◦(n − 1) = H, and ∀y ∈ dom E , E(y∗) = E ′(L′′ ∨ L◦) ≤

E ′(L′′) = E(y′) ≤ E(y).

Thus, for any optimal solution to Equation (4.8), there exists an optimal

solution to Equation (4.8) with L(n− 1) = H. That is, whenever dom (E) 6= ∅, there

exists an optimal solution to Equation (4.8) with L(n− 1) = H. �

According to Theorem 4.5, whenever H ≤ ∑n−1
x=0 t(x), Equation (4.8) can be

solved by setting L(n − 1) = H. And setting L(n − 1) = H makes Equation (4.8)
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an instance of convex cost integer dual network flow problem, which can be solved

in time O(n2 log n log(nH)) for this case [1]. If H >
∑n−1

x=0 t(x), it can be intuitively

solved in linear time.

4.2.2 Solving CIBD with scaled local graph search

The algorithm we used for implementation is different from the one presented

in section 4.2.1. Theoretically, CIBD problems can be solved in O(n2 log n log(nH))

with Ahuja’s algorithm [1]. However, as mentioned by Kolmogorov et al. , this algo-

rithm is complicated and is not expected to run fast in practice, another choice for

solving Equation (4.8) is adopting the proximity scaling and local searching frame-

work [34]. In this section, we introduced a specialized local step named Scaled Local

Graph Search, which is inspired by graph search technique [70]. Each single local

searching step takes T (n, n) which is the running time for a maximal flow on a graph

with O(n) nodes and O(n) arcs. The overall running time for the latter algorithm

is n
(
n, n). In this work, we used a push-relabel implementation [24] and the whole

algorithm runs in time O(n3 log n logH). Although the theoretical complexity of

the latter algorithm is worse than the previous one, it is easier to implement and is

performing well in practice.

The scaled local graph search algorithm we introduced here is slightly general-

ized such that it works for any optimization that can be described by Equation (4.15).

min E(y) =
∑

(u,v)∈E′

fuv(syu − syv − e′uv)
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s.t. syu − syv ≤ euv ∀(u, v) ∈ E (4.15a)

y◦ � y � y◦ + 1 (4.15b)

where fuv(·) is a convex function with arg min fuv = 0 and fuv(0) ≥ 0. y◦ is the

lower bound of the local searching area and s is the scaling factor.

Recall that the essence of graph search technique is encoding the solution into

a minimum s-excess problem and in this case minimum s-t cut problem as no unary

term exists in the objective, and the graph construction for this problem is consisted

of two parts: encoding hard constraints and encoding the objective.

The key point for encoding hard constraints into the graph is the mapping.

This includes mapping feasible solutions into cuts with finite costs and mapping

infeasible solutions into cuts with infinite costs. Consider a single constraint syu −

syv ≤ euv, variable yu may choose from two values y◦u or y◦u + 1, and the case for

variable yv is similar. Therefore, we have at most 4 different assignments for yu and

yv.

We distinguish 4 different cases based on the value of ∆uv = sy◦u−sy◦v−euv. A

subgraph is constructed for each case as shown in Figure 4.5. There are three types

of nodes in these subgraphs (i) S: source; (ii) T : sink; and (iii) I(u,y◦u): internal

node locate at column u, with value assignment yu = y◦u. Dotted arcs stands for arcs

with +∞ costs.

1. ∆uv ≤ −s. In this case, the constraint syu − syv ≤ euv will always be satisfied.

Therefore, we only need a basic graph that can ensure all the interal nodes at
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the lower level will be included in the source-side cut.

2. −s < ∆uv ≤ 0. The only infeasible assignment in this case is yu = y◦u +

1,yv = y◦v. To make this case into an infinity cost s-t cut, we introduced an arc

I(u,y◦u + 1)→ I(v,y◦v + 1).

3. 0 < ∆uv ≤ s. yu = y◦u,yv = y◦v + 1 is the only feasible assignment in this case.

Therefore, we add a source chain to include these two nodes: S → I(u,y◦u) →

I(v,y◦v + 1). And a sink link I(u,y◦u + 1)→ T is used to exclude yu = y◦u + 1.

4. ∆uv > s. This is an infeasible case. The constraint can never be satisfied in any

assignment. Therefore, we use a link S → T to show that it is always infeasible.

Objectives work like soft constraints. Instead of using +∞ cost arcs, we use

arcs with finite cost to penalize any value assignments that increase the objective.

Simply speaking, we map a solution with objective value C into a minimal s-t cut

with cost C. We achieve this goal by construct a subgraph for each term in the

objective.

For each (u, v) ∈ E ′, denote ∆′uv = yu − yv − e′uv. Consider the term

fuv(syu − syv − e′uv), the possible contributions of this term to the objective are

listed in Table 4.1. As shown in table, variable yu can take either y◦u or y◦u + 1; while

variable yv can take either y◦v or y◦v+1. The 4 combinations yield 3 different objective

values.

What we need to do is mapping these values to the corresponding variable

assignments in the form of cuts. Again, like what we did for the hard constraints, we

distinguish between 4 cases based on the value of ∆′uv. A subgraph is constructed for
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(a) ∆uv ≤ −s
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(b) −s < ∆uv ≤ 0
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(c) 0 < ∆uv ≤ s
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u + 1)
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I(v,y◦
v + 1)

T

S

(d) ∆uv > s

Figure 4.5: Encoding hard constraints in scaled local graph search. Each internal

node I(u,y◦u) stands for a variable assignment yu = y◦u. s ≥ 1 is the scaling factor.

S, T are special nodes stand for virtual source and sink. Dotted edges stand for arcs

with +∞ cost.
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Table 4.1: Mapping between the objective

values and the variable assignments.

yv
y◦v y◦v + 1

yu
y◦u fuv(∆

′
uv) fuv(∆

′
uv − s)

y◦u + 1 fuv(∆
′
uv + s) fuv(∆

′
uv)

each case as shown in Figure 4.6. The reason that we cannot use a universal subgraph

for all 4 cases is: arc costs cannot be negative.

Take Figure 4.6(a) as an example. First, we need to verify whether every cost

on the arcs are non-negative. It is easy to tell that a3 = fuv(∆
′
uv + s) ≥ fuv(0) ≥ 0

according to our assumption. a1 = a2 = fuv(∆
′
uv) − fuv(∆

′
uv + s) ≥ 0 because of

∆′uv ≤ ∆′uv + s ≤ 0, and fuv is monotonically decreasing on interval (−∞, 0]. We can

also directly apply the convex property of fuv to prove a4 = fuv(∆
′
uv− s) +fuv(∆

′
uv +

s) − 2fuv(∆
′
uv) ≥ 0. Proves for other graphs in Figure 4.6 are similar and the key

points hinge on the convexity of fuv and the fact fuv(0) is the global minimum of fuv.

Then, we need to verify whether the cut values equal the corresponding ob-

jective values as shown in Table 4.1. The verification is straightforward:

1. yu = y◦u, yv = y◦v. The cut value is a2 + a3 = fuv(∆
′).

2. yu = y◦u, yv = y◦v + 1. The cut value is a3 = fuv(∆
′ + s).

3. yu = y◦u + 1, yv = y◦v. The cut value is a1 + a2 + a3 + a4 = fuv(∆
′ − s).

4. yu = y◦u + 1, yv = y◦v + 1. The cut value is a1 + a3 = fuv(∆
′).
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The verifications are similar for the other graphs in Figure 4.6, therefore we omit the

proofs here.

By encoding the hard constraints and the objective into a s-t min-cut problem,

each local step in the proximity scaling and local search framework can be solved by

solving a single maximal flow. Compared to the original graph search method, the

scaled local graph search fully utilized the power of scaling and local search method,

reducing the number of arcs between each column to O(1) and and makes the number

of arcs become independent of the value e′uv.

Experiments showed that CIBD algorithm can solve problems with n = 72

emission angles with around 1 second with H = 10, 000 discrete time levels. [40]

4.3 Optimal sequencing with numerical
optimization

While the algorithm introduced in section 4.2 can solve the optimal sequenc-

ing problems efficiently both theoretically and pragmatically, it has a drawback. The

CIBD algorithm requires an explicit time limit on each dwell position. With this

limitation, CIBD algorithm cannot guarantee a global solution if the time constraint

is set as a sum over all dwell positions, which is a common practice in real cases.

There is no current solution to extend CIBD algorithm into multiple dwell positions

with global optimality guarantee, because the delivery time prediction Theorem 4.5

does not work for multiple dwell positions. To overcome this difficulty, an numerical

approach will be used instead in this section.

Although CIBD cannot be applied to multiple dwell positions directly, several
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Figure 4.6: Encoding objectives in scaled local graph search. Each internal node

I(u,y◦u) stands for a variable assignment yu = y◦u. s ≥ 1 is the scaling factor. S, T

are special nodes stands for virtual source and sink. Dotted arcs stands for arcs with

+∞ cost. Arcs with finite costs are denoted by solid edges, and costs are marked

beside the corresponding arcs.
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conclusions can be still adopted. According to the study in section 4.2, for each dwell

position, the sequencing can be determined by tracking the motion of the leading

and trailing field edge. The optimal sequencing can make the following assumptions

without affecting the delivery time or the dose distribution [40]: (i) the rotation of

the leading and trailing field edge is limited to a single full rotation (360◦), (ii) the

leading field edge starts from 0◦, and (iii) the rotation is counterclockwise.

Therefore, for any given dwell position ~sj, denote xj,k, yj,k as the time points

when the leading field edge and trailing field edge align with the azimuth (k + 1)δϕ,

respectively. The dose received by sectork (the region covered by beamlet Ḋi(j, k))

is equivalent to the dose contribution from Ḋi(j, k) with dwell time tj,k:

tj,k =


xj,k − yj,k, if sector k is not included in the initial opening

xj,k − yj,k + Tj, otherwise

(4.16)

where the initial opening refers to the region between the leading field edge and the

trailing field edge at time point 0 for each dwell position, and Tj is the total dwell

time at position ~sj. By allowing yj,k < 0 and interpreted as Tj − yj,k , the two cases

are unified to: tj,k = xj,k − yj,k. [40]

It is clear that if tj,k = τj,k for all j and k, then the dose distribution of the

anchor plan will be perfectly reproduced. Thus, an expedient treatment plan with a

delivery time budget of Tmax was rapidly generated from the anchor plan by solving

the following optimization problem:
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min
J−1∑
j=0

K−1∑
k=0

(
λ−j,kH(τj,k − tj,k) + λ+

j,kH(tj,k − τj,k)
)

(tj,k − τj,k)2

subject to xj,k ≤ xj,k+1, ∀j ∈ [0, J − 1], k ∈ [0, K − 2] (4.17a)

yj,k ≤ yj,k+1,∀j ∈ [0, J − 1], k ∈ [0, K − 2] (4.17b)

xj,k ≤ yj,k+w,∀j ∈ [0, J − 1], k ∈ [0, K − w − 1] (4.17c)

xj,k ≤ yj,k+w−K + Tj,∀j ∈ [0, J − 1], k ∈ [K − w,K − 1] (4.17d)

yj,k ≤ xj,k−1,∀j ∈ [0, J − 1], k ∈ [1, K − 1] (4.17e)

yj,0 ≤ 0, xj,0 ≥ 0, xj,K−1 ≤ Tj,∀j ∈ [0, J − 1] (4.17f)

J−1∑
j=0

Tj ≤ Tmax (4.17g)

In Equation (4.17), constraints (4.17a) and (4.17b) refer to the non-decreasing

nature of the time sequence; constraints (4.17c) and (4.17d) ensure that the resulting

solution keeps the azimuthal emission angle less than the maximal azimuthal emission

angle; constraint (4.17e) is used to exclude the case with azimuthal emission angle

0◦; constraints (4.17f) and (4.17g) limit the delivery time below the given budget.

With a sufficient delivery time budget Tmax, solving the optimal sequencing

problem as described in Equation (4.17) can generate a perfect reproduction of the

anchor plan. For example, if Tmax is set to the delivery time of the corresponding

anchor plan, the anchor plan itself is a trivial solution to Equation (4.17). However,

as the delivery time budget Tmax decreases, the solution to the optimal sequencing

problem tends to use more beamlets with larger azimuthal emission angles and a
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perfect reproduction of the anchor plan may not be achieved in such cases. As a

result, the expedient plan may be regarded as an approximation of the dose-volume

optimized anchor plan. The delivery plan generated by solving Equation (4.17) is

then scaled to make sure that no delivery time constraint and OAR tolerances are

violated.

4.4 Results

The D-RSBT optimization took about 10 minutes including the time used to

generate an anchor plan with ADOT, which is roughly the same level as S-RSBT

which took 8 minutes. The IS+ICBT optimization took about 4 minutes.

The delivery efficiency curves for each patient plan using the D-RSBT and

S-RSBT methods are shown in Figure 4.7, and the plans of IS+ICBT are explicitly

labeled as such.

As shown in Figure 4.7, both D-RSBT and S-RSBT can achieve a higher D90

than IS+ICBT with a longer delivery time. Roughly speaking, D-RSBT has a better

performance than S-RSBT with sufficient delivery time ∼20 min/fx. However, it may

not be a good choice if less than 20 min/fx is required. More specifically, with delivery

time 20–25 min/fx, D-RSBT achieves 1 Gy higher D90 than S-RSBT; with delivery

time 25–30 min/fx, the D90 increase becomes 10 Gy (see Table 4.7) And more detailed

quantitative results are shown in Tables 4.2 – 4.6.
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Figure 4.7: Delivery efficiency curves for five clinical cases by using D-RSBT and

S-RSBT with REAS. IS+ ICBT plans are also marked on the plot with help lines to

indicate the corresponding HR-CTV D90 and delivery times.
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Table 4.2: Dosimetric comparison for case #1 between S-RSBT and D-RSBT.

Time budget HR-CTV Bladder Sigmoid Rectum Delivery ∆ϕ
(min/fx) D90 (Gy) D2cc (Gy) D2cc (Gy) D2cc (Gy) Time

10
S-RSBT 99.4 89.7 66.6 75 7.7 245◦

D-RSBT 65.1 79.1 51.8 65.1 10.0

15
S-RSBT 100.8 88.9 67.5 75 14.7 130◦

D-RSBT 74.2 89.4 56.4 69.4 15

20
S-RSBT 105.1 84.6 64.3 75 19.9 100◦

D-RSBT 84.3 89.1 59.2 68 20

25
S-RSBT 106.5 84.6 63.3 75 24.4 85◦

D-RSBT 97.6 88.8 61.4 72.1 25

30
S-RSBT 107.1 85.5 62.7 75 30 70◦

D-RSBT 104.9 89.3 61.1 75 29.7

Table 4.3: Dosimetric comparison for case #2 between S-RSBT and D-RSBT.

Time budget HR-CTV Bladder Sigmoid Rectum Delivery ∆ϕ
(min/fx) D90 (Gy) D2cc (Gy) D2cc (Gy) D2cc (Gy) Time

10
S-RSBT 74.7 88.7 61.4 57.4 10 205◦

D-RSBT 69.7 64.3 61.3 51.3 10.0

15
S-RSBT 86.2 90 73.6 64.7 13.6 190◦

D-RSBT 87.7 78.3 74.6 56.5 15

20
S-RSBT 86.2 90 73.6 64.7 13.6 190◦

D-RSBT 101.3 77.6 75 56.1 19.8

25
S-RSBT 92.8 74 73.4 53 25 105◦

D-RSBT 111 79.3 75 57.5 25.0

30
S-RSBT 100.8 77.6 75 54.5 28.8 100◦

D-RSBT 117.8 83 75 59.5 29.7
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Table 4.4: Dosimetric comparison for case #3 between S-RSBT and D-RSBT.

Time budget HR-CTV Bladder Sigmoid Rectum Delivery ∆ϕ
(min/fx) D90 (Gy) D2cc (Gy) D2cc (Gy) D2cc (Gy) Time

10
S-RSBT 83 90 60.7 73.8 9.9 265◦

D-RSBT 64.6 61.7 52.8 57.9 10.0

15
S-RSBT 84 90 61.7 74.9 10.7 250◦

D-RSBT 78.8 77.9 60.4 70.4 15

20
S-RSBT 84 90 61.7 74.9 10.7 250◦

D-RSBT 90.1 85.3 62 74.7 20

25
S-RSBT 86 86.8 61.1 75 24.4 110◦

D-RSBT 91.4 86.1 62.2 75 24.4

30
S-RSBT 88.3 86 61.2 75 29.1 95◦

D-RSBT 91.5 86.1 62.2 75 29.8

Table 4.5: Dosimetric comparison for case #4 between S-RSBT and D-RSBT.

Time budget HR-CTV Bladder Sigmoid Rectum Delivery ∆ϕ
(min/fx) D90 (Gy) D2cc (Gy) D2cc (Gy) D2cc (Gy) Time

10
S-RSBT 71.1 88.8 63.6 57.8 10 285◦

D-RSBT 56.3 65.4 51.2 47.8 10.0

15
S-RSBT 80.5 90 74 66.5 14.2 235◦

D-RSBT 64.1 85.3 57.4 51 15

20
S-RSBT 80.5 90 74 66.5 14.2 235◦

D-RSBT 72.7 88.7 66.8 57 20

25
S-RSBT 80.5 90 74 66.5 14.2 235◦

D-RSBT 82.4 89.4 74.3 62.5 25

30
S-RSBT 83.2 87.6 66.2 60.6 30 120◦

D-RSBT 90.8 88.5 75 65.6 29.9
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Table 4.6: Dosimetric comparison for case #5 between S-RSBT and D-RSBT.

Time budget HR-CTV Bladder Sigmoid Rectum Delivery ∆ϕ
(min/fx) D90 (Gy) D2cc (Gy) D2cc (Gy) D2cc (Gy) Time

10
S-RSBT 86 84 74.7 60.6 10 265◦

D-RSBT 66.7 60.5 57 50.8 10

15
S-RSBT 90 79.8 75 63.4 11.7 230◦

D-RSBT 82.6 75.5 68.6 56.6 15

20
S-RSBT 91.8 84.4 75 60 19.5 135◦

D-RSBT 100.2 86.6 75 61.6 19.9

25
S-RSBT 100.2 85.6 75 62 24.7 120◦

D-RSBT 111.4 89.1 75 63.4 24.6

30
S-RSBT 108.3 88.1 74 64.8 30 105◦

D-RSBT 113.5 89.2 75 63.3 29.5

4.5 Discussion

Both the visual and quantitative comparison confirms that D-RSBT is a supe-

rior delivery method relative to the S-RSBT and IS+ICBT technique, provided that

there is sufficient delivery time. Trading a longer delivery time for a higher dose-

quality may be desirable, depending on the clinical goal. For example, a previous

study by Dimopoulos et al. [12] showed that treatment plans with a HR-CTV D90

less than 87 Gy may result in poor treatment outcomes, especially when treating

large tumors. Based on the five cases studied in this work, the average D90 achieved

by IS+ICBT is 79 Gy and the average delivery time required is 5.7 min/fx. Note that

we cannot increase the D90 to 87 Gy by increasing the delivery time in IS+ICBT as

at least one of the OARs has already reached the dose limit. If no additional delivery

time is allowed, then IS+ICBT is a better choice than both S-RSBT and D-RSBT.
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Table 4.7: Average D90 comparison between S-RSBT and D-

RSBT on different delivery time ranges with 5 clinical cases.

Time range #1 #2 #3 #4 #5 Avg

10–15
S-RSBT 99.7 81.8 83.9 77.1 89.3 86.4
D-RSBT 70.4 78.6 71.4 60.1 74.4 71.0

15–20
S-RSBT 102.4 86.2 84.0 80.5 90.3 88.7
D-RSBT 79.4 94.9 85.5 68.4 91.6 84.0

20–25
S-RSBT 105.8 88.5 84.6 80.5 95.7 91.0
D-RSBT 90.8 106.4 91.2 77.5 106.5 94.5

25–30
S-RSBT 106.6 97.4 87.3 81.5 104.5 95.5
D-RSBT 102.0 114.5 91.5 86.6 113.1 101.5

10–30
S-RSBT 103.6 88.5 85.0 79.9 95.0 90.4
D-RSBT 85.7 98.6 84.8 73.2 96.3 87.7

1 The time ranges are measured with minutes per fraction

(min/fx) and the D90 are measured with Gy(EQD2).

2 The averages over delivery time were computed with 0.2

min/fx spacing.
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However, if 15 min/fx (which is about 10 min/fx additional compared to IS+ICBT)

delivery time is allowed, then S-RSBT may be the best method as it can boost the

average D90 to 88.3 Gy. D-RSBT can achieve 81.3 Gy on average within the same

delivery time frame. If 25 min/fx is allowed, then D-RSBT can achieve the highest

average D90 of 98.8 Gy. For S-RSBT, the average D90 is 93.2 Gy.

The reason that S-RSBT and D-RSBT tend to achieve better D90 with longer

delivery time is due to the use of the optimal sequencing algorithms. The optimal

sequencing algorithms compute the “best” way to approximate the dose distribution

of anchor plans with the constraint of delivery time. The anchor plans are obtained

using very fine emission angles, yielding high theoretical D90 values. However, the

delivery of an anchor plan in clinical practice is not realistic due to the prohibited long

delivery time. That is the reason why we need to introduce the sequencing algorithm

to compute the “best” approximated plan to the anchor plan for a given clinically

reasonable delivery time. The compromise between plan quality and delivery time

mainly depends on the emission angles that the RSBT technique can use. As the

delivery time increases, the quality of the approximated plan tends to be increasing,

since RSBT can use more small emission angles for delivery.

There are several possible ways to improve the D-RSBT technique.

1. Use a more sophisticated D-RSBT applicator design. For example, with the

same set of 5 clinical cases and the same anchor plans, if three layers of shielding

could be used, the azimuthal emission angle range can be extended from 0◦–

240◦, higher D90 at the same delivery time can be expected. [38] But, on the
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other hand, it complicates the structure of the applicator and increases the

applicator size.

2. Generate anchor plans with a higher quality. Higher quality refers to a higher

D90 with a smoother dwell time sequence in this application. This claim has

already been verified in chapter 2.

3. Design properly weighted objective function for the optimal sequencing algo-

rithm. In this work, we include in the optimization objective a weighted error

function to incorporate the dose-volume information for the sequencing prob-

lem. The experiments showed that it outperformed the unweighted version with

respect to the quality of the computed plans. Our experiments also showed that

by using the weighted objective function the quality of the anchor plan was able

to be well preserved for reduced delivery time even with less demanding smooth-

ness of the dwell time sequences. However, we noticed that only incorporating

the dose-volume information was not adequate. A more sophisticated design of

the weighting function may be necessary.

4.6 Conclusion

Patients who need to be treated with HDR-BT may benefit from the D-RSBT

technique. Compared to the existing interstitial brachytherapy methods, D-RSBT

generate less invasive plans with better dose distributions at the expense of longer

delivery times. D-RSBT is also likely to yield better plans in cases where S-RSBT

has difficulty in striking a balance between dose quality and delivery time.
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CHAPTER 5
PADDLE ROTATING-SHIELD

BRACHYTHERAPY

5.1 Introduction

In this chapter, paddle rotating-shield brachytherapy (P-RSBT) is considered

as another non-invasive, conformal brachytherapy technique for bulky tumor treat-

ment. Simply speaking, P-RSBT uses a set of independently operated shield pad-

dles, each of which covers a sector of radiation field, to achieve intensity modulation.

Specifically, the modulation comes from the insertion/retraction of the shield pad-

dles, as well as the rotation and translation of the whole applicator (Figure 1.4). It is

expected that the P-RSBT can combine the advantages from S-RSBT and D-RSBT,

thus performs better than both S-RSBT and D-RSBT in the sense of balancing the

treatment time and dose quality. A conceptual prototype with shield-paddles for

IMBT was proposed in 2010, [53] however, no subsequent study was performed with

it to reveal its details and demonstrate its potential in clinical practice. Dynamic

modulated brachytherapy (DMBT) might be considered as another IMBT method

that utilize shield paddles for intensity modulation. [69, 67, 66] Unlike the P-RSBT

model, which is going to be studied in this thesis, the DMBT uses single paddle

instead of the barrel-like design for P-RSBT. Therefore, the DMBT applicator be-

haves much like S-RSBT with 45◦ azimuthal emission angle. Conversely, there are

some similarities between the groove-shielding (GS) applicator design and P-RSBT

in the sense of producing radially discontinuous high-dose-regions, despite no paddle
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is used in GS. [68] However, the GS applicators are static in nature. This makes them

easier to implement but limits the capacity to delivery conformal dose distributions.

Moreover, the current multi-channel design makes it difficult to use the nice beamlet-

superpositioning properties to efficiently produce high-quality deliverable plans, as

described in S-RSBT [39] and D-RSBT [38, 40].

5.2 Materials and methods

5.2.1 System overview

The P-RSBT system proposed in this work uses tungsten alloy shield paddles.

As shown in Figure 1.4, N shield paddles are arranged into a cylindrical tube and each

paddle shields a division of N/360◦. The shields of P-RSBT were assumed capable

of rotation inside a curved applicator and each rotation stride is equal to δϕ = 5◦ ,

which is also called is the micro-azimuth-angle. It is also assumed that the paddle

size is wδϕ, i.e. an integer multiple of the micro-azimuth-angle. The paddles can be

inserted/retracted independently of each other, forming sectorial high-dose-regions

which are called beams. Thus, the P-RSBT applicators are capable to azimuthally

modulate the dose intensity. The source, the shield material and the thickness of

shields of S-RSBT and D-RSBT, as discussed in chapters 3 and 4, are assumed to be

same as P-RSBT.

During the P-RSBT delivery, the P-RSBT applicator will travel through a

catheter inserted in the tumor via intracavitary catheters. The applicator will be

located at several dwell positions along the central path with spacing ∆λ. At each
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dwell position, the paddles are operated to be retracted or inserted independently

to form a set of different beams in an optimized fashion, and rotations are applied

when necessary. This procedure can be considered as an analogous of the multi-leaf

collimation in the IMRT (intensity modulated radiation therapy). [63, 64, 65]

5.2.2 Radiation source model and dose calculation

An beam Ḋi,j(p) in P-RSBT, is defined as the dose rate at the point ~ri due

to a paddle arrangement with source at dwell position ~sj(j = 0, . . . , J − 1). The

arrangement of the paddles can be represented by a binary string p of length K =

360◦/δϕ, with 0 representing the corresponding sector of size δϕ being shielded by

some paddle, and 1 otherwise. Beams can be obtained by multiplying unshielded 3-D

dose rate distributions obtained using the TG-43 dose calculation model of Rivard et

al. (2006) [48] by a binary function that was zero at all points blocked by the shield

and unity at all other points.

Considering the different combinations of retracted or inserted paddles with

rotations, for each dwell position, the number of different beams can be formed by a

P-RSBT applicator is w2K/w. As optimizing a deliverable plan directly with paddle

arrangements that is exponential of K is impractical, the two-stage inverse planning

framework with anchor plans is adopted from the previous RSBT studies. [38, 39, 40]

The first step in the two-stage inverse planning is the anchor plan optimization. An

anchor plan is an optimized deliverable plan based on an abstract delivery model

as described in chapter 2. In the abstract delivery model, the radiation source is
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placed sequentially along the central path of the applicator which is the same as the

P-RSBT delivery. The difference is that, the shield holding the radiation source has

only one emission window with fixed azimuthal and zenith emission angles. And the

azimuthal emission angle is equal with the micro-azimuth-angle δϕ. The beams in

the abstract model are called beamlets. As each rotating stride is also equal with δϕ,

there is no overlapping between the adjacent beamlets at the same dwell position.

Mathematically speaking, a beamlet is a beam Ḋi,j(p) with p that contains exactly

a single 1 bit. Obviously, anchor plans cannot be directly delivered by a P-RSBT

apparatus unless w = 1.

5.2.3 Generating deliverable plans

The P-RSBT optimal sequencing model was established by the following ob-

servation: any P-RSBT deliverable plans can be dosimetric-equivalently substituted

by an S-RSBT deliverable plan with azimuthal emission angle equivalent to the pad-

dle size wδϕ, yet with shorter delivery time. The optimal sequencing model is shown

in Equation (5.1).

min
J−1∑
j=0

K−1∑
k=0

(
λ−j,kH(τj,k − tj,k) + λ+

j,kH(tj,k − τj,k)
)

(tj,k − τj,k)2

subject to tj,k =
w−1∑
p=0

xj,(k−p)%K , ∀j ∈ [0, J − 1], k ∈ [0, K − 1] (5.1a)

xj,k ≥ 0, ∀j ∈ [0, J − 1], k ∈ [0, K − 1] (5.1b)

J−1∑
j=0

w−1∑
q=0

k
w
−1

max
p=0

xj,pw+q ≤ Tmax (5.1c)
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where tj,k is called the equivalent dwell time for beamlet Ḋi,j(0 . . . 0︸ ︷︷ ︸
k−1

1 0 . . . 0︸ ︷︷ ︸
K−k

) in the

P-RSBT deliverable plan, and xj,k is the time for a paddle that shields from kδϕ to

(k+w)δϕ being retracted at dwell position ~sj. The aim of the optimal sequencing is

to minimize the weighted sum of square errors between the fluence maps (i.e. the ma-

trix of dwell times) in the anchor plan and the deliverable plan for all beamlets. H(x)

is a Heaviside function introduced for considering the difference between overdosing

and underdosing. And λ+
j,k, λ

−
j,k are the corresponding coefficients for overdosing and

underdosing penalties. Equation (5.1a) describes the way of calculating the equiva-

lent dwell time for beamlets from a deliverable plan which is the same as the method

described in S-RSBT, [39] and Equation (5.1b) is a constraint to exclude negative

dwell times. The difference between P-RSBT and S-RSBT is the calculation of deliv-

ery time in Equation (5.1c). Instead of summing xj,k over all j and k, the P-RSBT

arranges all compatible, i.e. can be delivered simultaneously, w-beams together to

reduce the delivery time.

Equation (5.1) was formulated to a quadratic programming problem and solved

by an in-house CPLEX-based optimizer. [10]

5.2.4 Experiment design

The performance of P-RSBT, S-RSBT and D-RSBT were evaluated by the

quality of the deliverable plans, and the quality of deliverable plans were illustrated

by delivery efficiency curves. [39, 38]

For each of the five clinical cases, a fluence map with δϕ = 5◦ was generated
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with an ADOT optimizer. And the same fluence maps were used for all the delivery

method studied in this work.

Two sets of comparison experiments were designed.

In the first set of experiments, P-RSBT delivery with different paddles sizes

were simulated to study the impact of the paddle sizes on the quality of deliverable

plans. The paddle sizes tested varied from 5◦ to 120◦. To distinguish between P-

RSBT with different paddle sizes, we denote the P-RSBT delivery with paddle size

of X◦ as P-RSBTX.

In the second set of experiments, S-RSBT and D-RSBT were simulated. S-

RSBT uses beams with a fixed azimuthal emission angle during the whole delivery

process, while the emission angles of the beams used in D-RSBT can be varying.

S-RSBT strives to find an azimuthal emission angle that achieves the best quality of

the output deliverable plan. D-RSBT, in fact, finds the best combination of various

azimuthal emission angles to deliver the anchor plan aiming to best approximate it.

The maximum emission angle that can be used with D-RSBT in our experiment is

180◦.

5.3 Results

As shown by the delivery efficiency curves in Figure 5.1, in all five cases tested,

the P-RSBT technique is relatively insensitive to the paddle size within a certain range

(≤ 90◦), and it could achieve higher D90 than both S-RSBT and D-RSBT, especially

with the time range 10-20 min/fx.
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For the paddle sizes verified in this chapter, the impact of the paddle size

change was marginal for paddle sizes less than 90◦. Take delivery time 15 min/fx as

an example, while the D90 tends to decrease as the paddle size increases, the average

drop on D90 for P-RSBT30 (the number stands for the shield paddle size, measured

in degree) compared to P-RSBT5 is 0.08 Gy. Further increasing on the paddle size

resulted in a 0.64 Gy decrease for P-RSBT60 compared to P-RSBT5. The decrease

can be magnified to 2.52 Gy with P-RSBT90. However, if the paddle size is increase

to 120◦, the decrease will be ∼ 12 Gy. The detailed quantitative comparison is shown

in Table 5.1.

The quantitative comparison between P-RSBT and S-RSBT/D-RSBT can be

also read from Table 5.1. Assume the paddle size of P-RSBT is 60◦ (i.e. P-RSBT60),

compared to S-RSBT, the average D90 increases on 5 cases were 2.2, 8.3, 12.6, 11.9

and 9.1Gy with delivery time 10, 15, 20, 25 and 30 min/fx. The increases compared

to D-RSBT were 16.6, 12.9, 7.2, 3.7 and 1.7 Gy, respectively. For P-RSBT90, the

average D90 increases on 5 cases compared to S-RSBT were 2.0, 7.7, 10.8, 8.8 and

4.9 Gy with delivery time 10, 15, 20, 25 and 30 min/fx. The increases compared to

D-RSBT were 16.4, 12.3, 5.5, 0.6 and -2.5 Gy, respectively.

Take case #3 with delivery time 15 min/fx as an example, the dose distri-

butions comparison for P-RSBT with paddle sizes 5◦, 60◦, 90◦ and 120◦ are shown

in Figure 5.2, and the DVHs are shown in Figure 5.3. It can be observed in the

dose distribution plots in Figure 5.2 that, the isodose contours become less conformal

to the HR-CTV boundary as the paddle size increases. However, the changes are
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Figure 5.1: Delivery efficiency curves comparison between P-RSBT with different

paddle sizes, S-RSBT and D-RSBT on 5 different clinical cases. A point on a de-

livery efficiency curve stands for the maximal D90 (y-axis) can be achieved with the

corresponding delivery method with given delivery time (x-axis).
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Table 5.1: D90 (Gy10) comparison between P-RSBT with different paddle sizes, S-

RSBT and D-RSBT on 5 different clinical cases under different delivery time limits.

Case
Time P-RSBT

S-RSBT D-RSBT(min/fx) 5◦ 15◦ 30◦ 45◦ 60◦ 90◦ 120◦

#1

10 109 109 109 109 108 108 98 99 85
15 111 111 111 110 109 108 98 101 105
20 111 111 111 110 109 108 98 105 110
25 111 111 111 110 109 108 98 107 111
30 111 111 111 110 109 108 98 107 111

#2

10 79 79 79 79 80 80 71 75 70
15 103 103 103 101 96 99 73 86 88
20 115 114 114 112 108 108 73 86 101
25 119 119 119 118 117 112 73 93 111
30 121 121 120 120 121 112 73 101 118

#3

10 86 86 86 86 85 85 83 83 65
15 91 91 91 91 91 89 84 84 79
20 91 91 91 91 91 89 84 84 90
25 91 91 91 91 91 89 84 86 91
30 91 91 91 91 91 89 84 88 92

#4

10 65 65 65 66 66 66 67 71 56
15 80 80 80 80 81 79 81 81 64
20 92 92 92 92 90 87 87 81 73
25 99 99 99 98 96 92 88 81 82
30 103 103 103 101 100 94 88 83 91

#5

10 87 87 87 87 86 86 85 86 67
15 107 107 107 107 107 105 98 90 83
20 113 113 113 113 113 110 98 92 100
25 113 113 113 113 113 110 98 100 111
30 113 113 113 113 113 110 98 108 114

Avg

10 85 85 85 85 85 85 81 83 68
15 98 99 98 98 97 96 87 88 84
20 104 104 104 104 102 100 88 90 95
25 107 107 107 106 105 102 88 93 101
30 108 108 108 107 107 102 88 98 105
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Figure 5.2: EQD2 dose distributions for case #3 with delivery time 15 min/fx for

P-RSBT with paddle sizes of 5◦, 60◦, 90◦ and 120◦.
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Figure 5.3: DVH plots for case #3 with delivery time 15 min/fx for P-RSBT with

paddle sizes of 5◦, 60◦, 90◦ and 120◦.

marginal. According to Figure 5.3, while the DVH curves for OARs remains about

the same, the separation between the DVH curves for HR-CTV are not significant as

well. The D90 of these four different P-RSBT deliveries are 91.4, 90.5, 88.6 and 83.5

Gy, correspondingly.

Using the same case #3 as the example, the differences of dose distributions

(Figure 5.4) and the DVHs (Figure 5.5) are easier to perceive in the comparison

between S-RSBT, D-RSBT, P-RSBT60 and P-RSBT90. The D90 are 84.0, 78.8, 88.6

and 83.5 Gy, correspondingly.

5.4 Discussion

Compared to the previously proposed techniques, P-RSBT performs better

than S-RSBT since the dose distribution produced by P-RSBT can be regards as a
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Figure 5.4: EQD2 dose distributions for case #3 with delivery time 15 min/fx for

S-RSBT, D-RSBT, P-RSBT with paddle sizes of 90◦ and 120◦.
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Figure 5.5: DVH plots for case #3 with delivery time 15 min/fx for S-RSBT, D-RSBT,

P-RSBT with paddle sizes of 90◦ and 120◦.

distribution produced by an S-RSBT with a small azimuthal emission angle (equal to

the paddle size) yet with much less delivery time. According to the previous study on

S-RSBT, [39] the dose distribution quality tends to increase as the azimuthal emission

angle decreases, however, the delivery time tends to increase. On the contrary, P-

RSBT delivery does not suffer from the delivery time increase that much as the

paddle size decreases given that the paddle size less than 90◦. The reason for this

difference hinges on the models of optimal sequencing in these two delivery models.

While the S-RSBT can only combine a fixed number of neighboring beamlets to form

a beam, the P-RSBT can use different numbers of beamlets to form a beam, and

these beamlets do not have to be adjacent to each other. Therefore, compared to

S-RSBT with small azimuthal emission angles, the P-RSBT is superior as it can form
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beams with larger coverage without scarifying the dose quality much; and compared

to S-RSBT with large azimuthal emission angles, P-RSBT is superior as it can form

beams with fine-tuned coverage when necessary.

P-RSBT also performs better than D-RSBT mainly because it is able to form

beams with larger coverage. It does not have significant advantage over D-RSBT in

forming beams with fine-tuned coverage, thus it is not much better than D-RSBT

with sufficiently large delivery time (∼30min/fx). With 30 min/fx delivery time, the

P-RSBT achieved less than 3 Gy more than D-RSBT on average. Roughly speaking,

for these three techniques studied in this work or other delivery technique under the

beamlets-superposition equivalence assumption, the ability of forming small beams

helps on improving the dose distribution quality; and the ability of forming large

beams helps on reducing the delivery time. While it is relatively easier to achieve

large beams in S-RSBT and easier to achieve small beams in D-RSBT, P-RSBT

technique proposed a possible way to combine these two powers together. Yet, at the

price of more complex apparatus designs. While reducing the paddle size theoretically

improves the performance of P-RSBT, it increases the number of paddles to form a

P-RSBT applicator. Both the increase in the number of paddles and the decrease on

the paddle size complicate the manufacturing of the P-RSBT applicator. Thus, it is

preferred to keep the size of the paddles reasonably large. According to the result

shown in this chapter, it is predicted that four paddles with 90◦ might be a good

tradeoff between the delivery quality and the manufacturing complexity.
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5.5 Conclusion

P-RSBT can be considered as one of the most promising intensity modulation

technique for brachytherapy, in the sense of balancing the treatment time and the

dose quality. Using the techniques introduced in this study, the P-RSBT can keep

the loss of plan quality in reduced treatment time, measured by the HR-CTV D90, at

a low level. Compared to the existing S-RSBT and D-RSBT technique, P-RSBT can

boost the HR-CTV D90 by 7.7 and 12.3 Gy on average with delivery time 15 min/fx

for S-RSBT and D-RSBT using 90◦ paddles .
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CHAPTER 6
CONCLUSION AND FUTURE WORK

In this chapter, we conclude the thesis and discuss some of the possible direc-

tions in which we may used to extend our current research.

6.1 Summary of research results

In this thesis, we studied a series of problems that arise in rotating-shield

brachytherapy (RSBT). More specifically, we modeled and solved the problems for

anchor plan optimization, optimal sequencing for single rotating-shield brachytherapy

(S-RSBT), dynamic rotating-shield brachytherapy (D-RSBT) and paddle rotating-

shield brachytherapy (P-RSBT). We implemented all the algorithm proposed in this

work and experimented them with real medical data. The following is a summary of

our research result.

6.1.1 Anchor plan optimization

We demonstrated that the “smoothness” of the fluence map (quantified by

total-variations) is important factor for improving the quality of anchor plans. By

incorporating the total-variation into the dose optimization for anchor plans, we pro-

posed a novel model named asymmetric dose-volume optimization with total-variation

control(ADOT). The ADOT model features with asymmetric cost functions for over-

dosing and underdosing, position-aware cost functions and weighted total-variation

control. As the model is convex, it can be solved efficiently with less than 3 minutes
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for all the cases studied. Experiments show that the ADOT achieves comparable dose

quality in anchor plans compared to time-consuming inverse-planning by simulated-

annealing (IPSA), and achieves ∼10 Gy higher D90 for deliverable plans in S-RSBT

and D-RSBT in the time range of interest (10–30 min/fx).

6.1.2 Single rotating-shield brachytherapy

By using the rapid emission angle selection (REAS) algorithm, the dose op-

timization step, including the anchor plan optimization and the optimal sequencing,

can be finished within 10 minutes. Compared exhaustive replanning with volume

optimization (ERVO), which theoretically generates the best results, REAS achieves

slighter better result when there is a 3-minutes limited on each call to the dose-volume

optimizer. However, the speed of REAS is about 30 times faster than ERVO. Com-

pared to another exhaustive planning method: exhaustive replanning with surface

optimization (ERSO), REAS still has its speed advantage. It runs 2 times faster

than ERSO. Moreover, it provides ∼10% D90 boost compared to ERSO.

6.1.3 Dynamic rotating-shield brachytherapy

We proposed a combinatorial approach named as CIBD to solve the optimal

sequencing problem. We proved that the CIBD algorithm can solve the optimal

sequencing problem efficiently theoretically to the global optimum and the complexity

is proved to be O(n2 log n log(nH)). Experiment shows the algorithm runs efficiently

with both phantom and clinical cases as well. Although the CIBD algorithm has

a shortcoming in solving D-RSBT optimal sequencing problem with multiple dwell
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positions, the study in CIBD still paves the way for us to model the D-RSBT optimal

sequencing with multiple dwell positions. We proposed a numerical optimization

method to solve the case when multiple dwell positions is involved. The experiments

showed that D-RSBT has its advantage over S-RSBT, when the delivery time is

relatively sufficient for its delivery, i.e. 20–30 min/fx. This is caused by the maximal

azimuthal emission angle used by D-RSBT. While using larger azimuthal emission

angle helps reducing the delivery time, an maximal angle constraint makes D-RSBT

become inferior with limited delivery times.

6.1.4 Paddle intensity-modulated brachytherapy

We showed that the optimal sequencing problem for P-RSBT is similar to the

one used in S-RSBT, albeit with a quite different way of computing the delivery times.

The experiments validated our prediction, the P-RSBT outperforms S-RSBT and D-

RSBT in most of the cases. We also showed that, P-RSBT is relatively insensitive

to the size of the paddles with paddle sizes ≤ 90◦. And this is a good news for

potential P-RSBT applications, as that means, P-RSBT with about 4–6 paddle might

be enough for the real clinical applications.

6.2 Future works

The successful completion of this project moves the RSBT a big step forward

towards its application in the clinic, triggering a new era in brachytherapy delivery,

which will have a widespread impact on the whole radiation oncology field. The meth-

ods and tools developed in this work will fundamentally shift the current HDR-BT
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treatment paradigm for many cancer sites, including cervical cancers, rectal cancers

and prostate cancers. It may be also expected that RSBT will have dramatically

lower cost than other treatments such as proton therapy. As an brachytherapy tech-

nique, RSBT will be insensitive to patient motion, thus the delivery accuracy will be

superior to that of external radiation therapy. All these benefits would contribute

the the elimination of death and suffering from cancer, improving quality of life for

millions of cancer patients.

To finally make the RSBT available in clinic and to make more cancer patients

benefited from the develop of RSBT, the future works may includes:

1. Making smaller applicators. Further reducing the size of applicators may in-

dicate thinner shields. Thinner shields may deny the safe assumption of zero-

transmission through the shield. While large transmissions such as 50% cannot

be used for RSBT, transmission within a proper range may even help to re-

duce the delivery time of RSBT with the help of properly designed treatment

planning system.

2. Considering multiple channels. While single channel RSBT can help to improve

dose conformity, in some cases, multiple channel RSBT might be demanded to

further improve the dose conformity or to help to reduce the hot spots that

is intrinsic in single channel RSBT. However, with the additional degree of

freedoms come from multiple channels, there is a even higher demand on efficient

anchor plan optimization technique.

3. Developing new prototypes of RSBT apparatus. Although three different RSBT
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delivery prototypes were studied in this thesis, there might be more techniques

that can be used to improve the RSBT delivery. Future prototypes of RSBT

apparatus may reduce the complexity of manufacturing the real equipments, or

may introduce new methods of intensity modulation that can improve the dose

distribution with limited delivery time, or can be used in more cancer sites.
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